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Abstract
We study economies where firms acquire capital in primary markets, then, after information on idiosyncratic productivity arrives, retrade it in secondary markets. Our secondary markets incorporate bilateral trade with search, bargaining and liquidity frictions. We distinguish between full or partial sales (one firm gets all or some of the other’s capital). Both exhibit interesting long- and short-run patterns in data that the model can match. Depending on monetary and credit conditions, more partial sales occur when liquidity is tight. Quantitatively, we find significant steady-state and business-cycle implications. We also investigate the impact of search, taxation, and persistence in firm-specific shocks.
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1 Introduction

This paper studies economies where firms first acquire capital in centralized primary markets, as in standard growth theory; then, after the arrival of new information (idiosyncratic productivity shocks), they retrade it in decentralized secondary markets. In the interest of realism and generality, our secondary markets incorporate bilateral trade with search, matching, bargaining and liquidity frictions, although as special cases each of these can be suppressed. A particularly novel feature is that we distinguish explicitly between full sales, where in a bilateral deal the buyer gets all of the seller’s capital, and partial sales, where the buyer gets only some. Under constant returns to scale, it is socially efficient for firms with higher productivity to get all the capital, but that does not always happen in equilibrium, and indeed the most desirable trades can be especially hindered by financial and monetary considerations.\(^1\)

We develop a framework for studying frictional capital reallocation and investigate its macroeconomic implications qualitatively and quantitatively. The analysis begins by documenting some facts about full and partial sales. At the business cycle frequency, the ratio of full sales to total capital expenditure (i.e., to new investment plus reallocation) is procyclical, while the ratio of partial sales to total capital expenditure is countercyclical. In the longer run, the ratio of full sales to total capital expenditure has increased while the ratio of partial sales to total capital expenditure has decreased. Given that 42\% of full sales are facilitated by cash or cash-equivalent payments in the data (Thomson Reuters M&A Database, 1971-2018), we examine the relationship between reallocation and the cost of liquidity, which as discussed below in more detail can be measured by inflation.\(^1\)

\(^1\)When buyers get all the capital, the deals resemble to some extent M&A (merger and acquisition) activity. Based on referees’ suggestions, we emphasize up front that we are not trying to contribute to the M&A literature (although we make a connection to it in fn. 8), only to work on capital reallocation, as discussed below. Andrade et al. (2001) and Betton et al. (2008) survey M&A research, involving complex issues related to taxation, executive compensation, technology transfer, management strategies, etc., issues fundamentally connected to Coase’s (1937) question – what is a firm? – but we do not presume to make progress on that. Our focus on partial versus full sales was inspired by Jovanovic and Rousseau (2002): “Used equipment and structures sometimes trade unbundled in that firm 1 buys a machine or building from firm 2, but firm 2 continues to exist. We try to capture that using financial and monetary considerations. At other times, firm 1 buys firm 2 and thereby gets to own all of firm 2’s capital.” However, they study a basically frictionless model. Somewhat closer to our work is Khan and Thomas (2013), who study capital with credit frictions (see also Jermann and Quadrini 2012, Del Negro et.al. 2017 and references therein). Other related work is discussed below. None of these papers look at bilateral trade with monetary considerations.
In the longer run, full sales decrease while partial sales increase with inflation, but at the business cycle frequency the pattern is reversed.

We then develop a formal model where the mix between full and partial sales is determined endogenously. Theory predicts higher inflation raises the cost of liquidity, decreasing full sales and increasing partial sales, and since full sales are larger total reallocation falls. This is consistent with the long-run facts. Then, to get full sales to increase while partial sales decrease with inflation at the business cycle frequency, we introduce shocks to credit conditions. Easier credit increases total reallocation, increases full sales, decreases partial sales, and reduces firms’ demand for money, which leads to a short-term jump in inflation. Thus, with credit shocks at business cycle frequencies, total reallocation is procyclical and moves with inflation while partial sales are countercyclical. The idea is not that credit shocks are necessarily more transitory, but that they increase the price level, which implies an rise in short run (but not trend) inflation.

While we make a big effort to see if the model is consistent with these and other observations, as in the RBC (real business cycle) literature, it also lets us study various other issues. For one, there are some novel implications for monetary and fiscal policy. For one, we can solve for the optimal capital tax (or subsidy) rate and the inflation rate, which depend on details like bargaining power in the decentralized market. In particular, inflation has a nonmonotone impact on investment, output and other macro variables, and different from most monetary models, the Friedman rule is not necessarily the best policy. We can also study the impact of search frictions on these variables. Additionally, we investigate how persistence in idiosyncratic productivity shocks matters, finding that the responses of aggregate variables to aggregate shocks do not depend much on whether these shocks are i.i.d. or persistent.\(^2\)

As general motivation for studying capital reallocation, note that efficiency requires not only getting the right amount of investment over time, but getting capital into the hands of those best able to use it at any point in time. While macro economists traditionally concentrated on the former, the latter is now receiving much attention. Idiosyncratic shocks

\(^2\)This is related to Rios-Rull (1996), who shows life-cycle heterogeneity does not matter much for the response of aggregate variables to aggregate shocks in RBC models. Of course it does not mean heterogeneity is uninteresting – here persistent shocks generate more interesting cross sections of firm capital and liquidity positions than i.i.d. shocks.
make capital flow from lower- to higher-productivity firms, in theory, and in data (Maksimovic and Phillips 2001; Andrade et al. 2001; Schoar 2002). Also, importantly, the ease with which capital can be retraded on secondary markets affects investment in primary markets, and vice versa, as in markets for many other assets (Harrison and Kreps 1978; Lagos and Zhang 2020). However, the channel is subtle: a well-functioning secondary market encourages primary investment since, if firms have more capital than they need, it is relatively easy to sell in the secondary market; but it also discourages primary investment because, if firms want more capital than they have, it is relatively easy to buy in the secondary market. We show precisely how the net results depend on various factors, including bargaining power.

As additional motivation, many papers argue that reallocation is sizable, with purchases of used capital between 25% and 33% of total investment (Eisfeldt and Rampini 2006; Cao and Shi 2016; Dong et al. 2016; Cui 2017; Eisfeldt and Shi 2018). Indeed, this may be an underestimate, since the data ignore small firms and those that are not publicly traded, neglect mergers, and include purchases but not rentals. Studies also document several interesting stylized facts: reallocation is procyclical while capital mismatch is countercyclical (Eisfeldt and Rampini 2006; Cao and Shi 2016); productivity dispersion is countercyclical (Kehrig 2015); the price of used capital is procyclical (Lanteri 2016); and the ratio of spending on used capital to total investment is procyclical (Cui 2017). As will be shown, our model is consistent with all of these observations.

As for frictional reallocation, many authors argue that secondary capital markets are far from the perfectly competitive ideal (Gavazza 2010, 2011a,b; Kurman 2014; Ottonello 2015; Kurmann and Rabinovitz 2018; Horner 2018). Imperfections include financial constraints, difficulties in finding the right counterparty, holdup problems and asymmetric information. We somewhat downplay adverse selection (see Li and Whited 2015 or Drenik et al. 2019) to concentrate on other issues. Thus, our secondary market has bilateral trade and bargaining, as in search theory.3 In addition, the model features the use of assets

---

3In comparing models of capital with and without search, Ottonello (2015) finds the former fit the facts better and entail more interesting propagation. Horner (2018) shows vacancy rates for industrial, retail and office space resemble unemployment data, suggesting that search is as relevant for that kind of capital as it is for labor, and finds disperse rents on similar structures, inconsistent with frictionless markets. For aircraft, Pulvino (1998), Gilligan (2004) and Gavazza 2011a,b find used sales are thrice new sales, while Gavazza
to facilitate payments, as in monetary economics, and whether a buyer gets some or all of a seller's capital depends on liquidity. While explicit modeling of this is missing from most previous studies of capital reallocation, Buera et al. (2011), Moll (2014) and others argue that financial frictions are empirically important, even if self financing mitigates the problem to some extent. This is what we explicitly model.

To say more about our approach to liquidity, we use the label money, but do not narrowly mean currency; it can include any asset that is widely accepted as a payment instrument, or can be converted into something that is accepted, with little cost or delay. Actual economies have a spectrum of assets with varying degrees of acceptability and rates of return, implying there must be a tradeoff between these attributes. Research on the micro foundations of monetary economics tries to analyze this tradeoff explicitly, e.g., Kiyotaki and Wright (1989) formalize it in a relatively clean environment, although one that is far too stylized for this paper, which is an exercise in macro economics.

The essence of macro is aggregation. For instance, in standard models there are just two uses of output, consumption or investment, and two uses of time, labor or leisure (exceptions, like the macro models with home production surveyed by Greenwood et al. 1995, with three uses of output and of time, do not diminish the general point). Similarly, our benchmark model has two assets: capital; and money that is used to buy capital in the secondary market, although firms can use some credit. In reality, cash may be the most liquid asset, but there are substitutes, including at least bank deposits. To be consistent with this, we incorporate banking as in Berentsen et al. (2007), and in calibration money is defined as currency plus checkable deposits.

The key idea is that inflation represents the cost of liquidity because it lowers the return on the most liquid asset, and, in equilibrium, that lowers the return on other liquid assets, thus reducing overall liquidity and hindering reallocation. As Wallace (1980) put it: “Of course, in general [inflation] is not a tax on all saving. It is a tax on saving in the form of money. But it is important to emphasize that the equilibrium rate-of-return distribution on the equilibrium portfolio does depend on [inflation]... The models under consideration

---

(2011a) shows prices vary inversely with search time, and market thickness affects trading frequency, average utilization, utilization dispersion, average price and price dispersion. This work also emphasizes *specificity* – capital is often customized to a firm. This all suggests search and matching are very relevant in these markets.
here imply that the higher the inflation rate the less favorable the terms of trade – in general, a distribution – at which present income can be converted into future income.” While our baseline model has only money and capital, Appendix C adds a liquid real assets to show explicitly how this works.

The rest of the paper is organized as follows. Section 2 discusses in more detail the macro and micro evidence. Sections 3 and 4 present the model and analytic results. Sections 5 and 6 contain the quantitative exercises. Section 7 concludes. The Appendix includes details about the data and proofs.4

2 Evidence

We use US data from 1971 to 2018 (details are in Appendix A). Capital reallocation is from COMPSTAT, where there is information on full and partial sales, plus total capital expenditures, for each firm. This is summed to obtain an annual aggregate series on full sales, partial sales, and capital expenditures. Reallocation is defined as full plus partial sales. We focus on the reallocation-to-expenditures ratio, called the R share, and the partial-sales-to-reallocation ratio, called the P share. The former captures the importance of reallocation in total investment, and the latter the importance of partial sales in reallocation. In the early part of the sample, the R share varies a lot, but after 1984 it stabilizes, fluctuating around 30%. Similarly, early in the sample the P share was around 70%, but it stabilizes after 1984, fluctuating around 31%.5

As discussed above, we entertain the possibility that liquidity plays a role and use inflation as a measure of its cost. In robustness checks we also used the nominal T-bill and AAA corporate bond rates, and the results were similar, which is not surprising since inflation and nominal yields move together. Figure 1 (all Figures are at the end) shows the R and P shares vs inflation, with different panels using the raw data, plus the trend


5Because the R and P shares look relatively stationary after 1984, for the calibration below we start the sample in 1984, despite starting here in 1971. The conclusions do not depend on this.
and cyclical components after applying a band-pass filter.

In the longer run, when inflation is high, firms spend less on used capital relative to total investment – in fact spend less on both – while within reallocation there are more partial sales. Given full sales are twice partial sales, when inflation rises the fall in reallocation is mainly driven by full sales. Of course, other secular changes could have affected reallocation, and the fall in inflation may or may not have resulted from monetary policy. In any case in the longer run lower inflation is associated with more full sales and fewer partial sales. However, at business cycle frequencies, the relationships are reversed. A plausible explanation involves credit conditions: easier credit leads to more full and fewer partial sales, plus it reduces money demand, which puts upward pressure on the price level and thus raises inflation in the short run.

In light of this, we construct a proxy for credit conditions using aggregate firm debt in 2012 dollars (see Appendix A). Figure 2 shows the cyclical components of debt, investment, the R share, the P share, and output. It is evident that debt is procyclical, as is the R share, while the P share is countercyclical. Therefore, when credit conditions ease, firm debt goes up, part of which is used to fund reallocation. This explain why full sales go up and partial sales down while total reallocation goes up.

Notice reallocation needs to be more volatile than investment to get a procyclical R share. As Table 1 shows, the primary capital market (investment) and secondary market (reallocation) positively comove. Also, inflation is procyclical. These business cycle statistics are consistent with the above discussion and suggest money demand and credit conditions are important over the cycle.6

Next, we use the disaggregated data in COMPUSTAT to present two pieces of micro evidence. First, we show money holdings have a positive effect on full buyouts and a negative or insignificant effect on partial buyouts. (In terms of labels, we usually use full and partial sales, but when the focus is on the firm acquiring capital it seems better to say full and partial buyouts, so we do so for this part of the discussion.) Second, we examine how inflation impacts firms’ money holdings.

First, we regress full buyouts on firms’ liquidity holdings, measured by holdings of cash

6Notice that all the relationships are stronger if we look at recession dates only, suggesting that money demand plays a bigger role during downturns.
and cash equivalents. The first is a binary variable that equals 1 if a firm engages in a full buyout this year, and 0 otherwise, which captures the extensive margin. We use a linear probability model, but a logistic regression gives similar results. The second approach is to examine full buyout expenditure. For this we take logs, and focus on firms engaging in a full buyout in a given year, which captures the intensive margin. Importantly, for our purposes it does not matter whether money holdings cause full buyouts or the anticipation of full buyouts leads to more money holdings – either one means that cash facilitates reallocation.

For both outcomes, we control for variables that may affect full buyouts and money holdings, such as earnings before interest and taxes (EBIT), total assets, and the leverage ratio calculated as short-term liabilities over shareholder equity (SEQ). All the dependent variables are lagged by one period to avoid simultaneity problems. We also include year or year-industry fixed effects (FE) as controls, defined using the first two digits of SIC codes. All variables except the leverage ratio are in logs, and normalized by total assets of the firm (results are similar if we deflate by the CPI).

In Table 2, the first three columns give results on the probability of a full buyout. The first column includes only firm FE, the second includes firm and year FE and the third includes firm and year-industry FE. In all cases, money holdings have a significantly positive effect on the probability of a full buyout, with a 1% increase in cash raising the probability by around 0.00019 in levels. As the average probability of a full sale is around 0.21, this means a 1% increase in cash increases the full sale probability by close to 0.1%.

---

**Cash equivalents consist of assets that are readily converted to**
EBIT has significant positive effects on full buyouts. Total assets have a positive effect and leverage ratios a negative effect. The last three columns of Table 2 report results on full buyout spending, with a 1% increase in money held leading to a 0.2% increase in spending, which is sizeable. Again EBIT has a positive effect on full buyout spending. We also ran dynamic panel regressions to account for the possibility that full buyouts may be persistent; the results are similar, and the coefficients on lagged buyouts are small and insignificant. All of this indicates that liquidity, as measured by holdings of cash or cash equivalent, encourages full buyouts.8

Now consider partial buyouts. One downside of the COMPUSTAT data is that we cannot identify the buyer in each PPE (property, plant and equipment) purchase and hence cannot assess how buyers’ cash matters. However, we can aggregate the data to the industry level (defined by the first two digits of SIC) and investigate how cash held in an industry affects partial sales. If the sales of PPE occur mostly within industry, i.e. firms mostly buy used PPE from other firms in the same industry, then evidence from an industry-level analysis should be similar to a firm-level analysis.

Table 3 shows the results. Purchases of PPE, full buyouts, money held, sales, assets are in logs and normalized by total assets. All the dependent variables are values at the end of the last period, and all regressions include industry FE. The first column reports the effect of cash on purchases of PPEs without year FE. The coefficient on cash held is negative and significant at the 5% level. The second column adds the year FE, and the coefficient is still negative but insignificant. We also include the results on full buyouts. Again cash has a significantly positive effect. The coefficient after introducing year FE

---

8While our paper is not about M&A activity, as indicated in fn. 1, following referees’ suggestions we mention that our findings are consistent with some empirical research in that literature. The Andrade et al. (2008) survey reports Harford (2005) considers the position that “market liquidity is the fundamental driver of both M/B [market to book] ratios and merger waves.... He finds that waves are preceded by deregulatory events and high capital liquidity. More importantly, he shows that the capital liquidity variable eliminates the ability of M/B ratios to predict industry merger waves.” Relatedly, Harford (1999) shows “firms that have built up large cash reserves are more prone to acquire other firms.” The survey also reports that during 1996-2000, “the sum of all-cash and mixed cash-stock bids in mergers equals the number of all-stock merger bids.” In their Table 1, 26% of initial bids are all-cash, 37% are all-stock, and 37% are a mix of cash, stock, and other securities. Also, average deal size for mixed, all-stock and all-cash offers are $538, $493 and $310 million. They also report that studies find the probability of a deal going through offer is more likely when the form of payment is all-cash. We cannot do justice to the details discussed in the M&A literature on the determinants of payment method (e.g., implications for taxation or corporate control), but note that payment methods and in particular the use of cash are considered important in that research.
Table 2: Full Sales and Money Holdings

<table>
<thead>
<tr>
<th></th>
<th>Prob</th>
<th>Prob</th>
<th>Prob</th>
<th>Spending</th>
<th>Spending</th>
<th>Spending</th>
</tr>
</thead>
<tbody>
<tr>
<td>Money Holding</td>
<td>0.018***</td>
<td>0.019***</td>
<td>0.018***</td>
<td>0.189***</td>
<td>0.200***</td>
<td>0.202***</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.012)</td>
<td>(0.012)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>EBIT</td>
<td>0.023***</td>
<td>0.027***</td>
<td>0.028***</td>
<td>0.268***</td>
<td>0.274***</td>
<td>0.266***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.019)</td>
<td>(0.019)</td>
<td>(0.020)</td>
</tr>
<tr>
<td>Asset</td>
<td>0.085***</td>
<td>0.064***</td>
<td>0.067***</td>
<td>-0.317***</td>
<td>-0.387***</td>
<td>-0.380***</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.018)</td>
<td>(0.022)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>Leverage</td>
<td>-0.001**</td>
<td>-0.001**</td>
<td>-0.001*</td>
<td>-0.004</td>
<td>-0.005</td>
<td>-0.005*</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Firm FE</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Year FE</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year-Industry FE</td>
<td></td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># observations</td>
<td>116228</td>
<td>116228</td>
<td>116228</td>
<td>33804</td>
<td>33804</td>
<td>33804</td>
</tr>
</tbody>
</table>

Note: \( p < 0.10 \), \( ** p < 0.05 \), \( *** p < 0.01 \). Robust standard errors are in brackets and are clustered at firm level. All dependent variables are lagged by one period. Acquisition spending, money holdings, EBIT are normalized by firms' total assets.

is comparable to the firm-level regression. Therefore, it is plausible that capital reallocation happens mostly within an industry. Putting these pieces together, the conclusion is that money held has a significantly positive effect on full buyouts, both statistically and economically, and an insignificant effect on partial buyouts.

Next consider how liquidity costs impact money holdings, shown in Table 4. In all regressions we control for firm FE. The first column suggests that a 1% increase in the level of inflation reduces money held by more than 3.4%. In our sample, inflation decreases and money holdings increase over time, and negative coefficients on inflation may result from the trends. To partly address this, we use a Band-Pass filter to remove the trend component of inflation. The second column in Table 4 repeats the regression using the cyclical component of inflation. The coefficient on inflation remains negative and highly significant and the magnitude is larger. There is still concern that cyclical co-movement could drive the negative coefficients. To address this concern, we exploit cross-sectional variation in inflation rates. In COMPUSTAT, we observe the registered address of every firm. If a firm engages in local investment, it should care about local inflation. Therefore, we regress money holdings on state-level inflation constructed by Hazell et al.(2022).
Table 3: Money Holdings on Partial and Full Sales Normalized by Assets

<table>
<thead>
<tr>
<th></th>
<th>PPE</th>
<th>PPE Full Sales</th>
<th>Full Sales</th>
<th>Full Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cash Holding</td>
<td>-0.224*</td>
<td>-0.030</td>
<td>0.411***</td>
<td>0.277***</td>
</tr>
<tr>
<td></td>
<td>(0.123)</td>
<td>(0.101)</td>
<td>(0.071)</td>
<td>(0.068)</td>
</tr>
<tr>
<td>Sales</td>
<td>-0.158</td>
<td>-0.203**</td>
<td>0.238***</td>
<td>0.338***</td>
</tr>
<tr>
<td></td>
<td>(0.105)</td>
<td>(0.077)</td>
<td>(0.083)</td>
<td>(0.081)</td>
</tr>
<tr>
<td>Log Asset</td>
<td>-0.479***</td>
<td>-0.084</td>
<td>0.068</td>
<td>-0.200***</td>
</tr>
<tr>
<td></td>
<td>(0.078)</td>
<td>(0.083)</td>
<td>(0.064)</td>
<td>(0.069)</td>
</tr>
<tr>
<td>Leverage</td>
<td>0.178</td>
<td>0.090</td>
<td>-0.122</td>
<td>0.129</td>
</tr>
<tr>
<td></td>
<td>(0.115)</td>
<td>(0.104)</td>
<td>(0.215)</td>
<td>(0.171)</td>
</tr>
<tr>
<td>Year FE</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td># observations</td>
<td>2637</td>
<td>2637</td>
<td>2540</td>
<td>2540</td>
</tr>
</tbody>
</table>

Note: $p < 0.10$, ** $p < 0.05$, *** $p < 0.01$. Robust standard errors are in brackets and are clustered at industry level.

allows us to include year fixed-effects or year-industry fixed effects to control to possible business cycle co-movement. The results are shown in the last two column. The coefficients on state level inflation remain negative and highly significant, although are a bit smaller. This may not be surprising because firms may have out-of-state operations and care less about within state inflation compared to aggregate inflation.

While more could always be done, the micro and macro results presented above suffice for our purposes, i.e., to motivate the study of both types of capital reallocation, taking into account credit conditions, liquidity and its cost measured by inflation.

3 Model

A $[0, 1]$ continuum of ex ante homogeneous agents live forever in discrete time. As shown in Figure 3, at each date $t$ they interact in two distinct markets that convene sequentially: a frictional decentralized market, or DM; and a frictionless centralized market, or CM. This alternating-market structure, adapted from Lagos and Wright (2005), is ideal for our purposes because in a stylized way the CM and DM correspond to primary and secondary capital markets. Moreover, it features an asynchronization of expenditures and receipts – reallocation occurs in the DM while profit accrues in the CM – crucial to any analysis of
### Table 4: Money Holdings and Liquidity Cost

<table>
<thead>
<tr>
<th>Money Holding</th>
<th>Inflation</th>
<th>Inflation (Cycle)</th>
<th>State-Level Inflation</th>
<th>EBIT</th>
<th>Asset</th>
<th>Leverage</th>
<th>Capital Exp.</th>
<th>Year FE</th>
<th>Year-Industry FE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-3.604***</td>
<td>-4.050***</td>
<td>-1.883***</td>
<td>0.190***</td>
<td>-0.117***</td>
<td>-0.000***</td>
<td>-0.134***</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>(0.125)</td>
<td>(0.270)</td>
<td>(0.526)</td>
<td>(0.005)</td>
<td>(0.002)</td>
<td>(0.000)</td>
<td>(0.004)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.551***</td>
<td>0.179***</td>
<td>-0.109***</td>
<td>-0.000***</td>
<td>-0.141***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.535)</td>
<td>(0.005)</td>
<td>(0.002)</td>
<td>(0.000)</td>
<td>(0.004)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.107***</td>
<td>-0.087***</td>
<td>-0.001*</td>
<td>-0.088***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.007)</td>
<td>(0.013)</td>
<td>(0.001)</td>
<td>(0.008)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.106***</td>
<td>-0.085***</td>
<td>-0.001*</td>
<td>-0.079***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.007)</td>
<td>(0.013)</td>
<td>(0.001)</td>
<td>(0.008)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

# observations: 142540 138534 91906 91906

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. Robust standard errors are in brackets and are clustered at firm level. Money holdings, EBIT, capital expenditures are normalized by total assets.

Money or credit. It is also tractable and flexible.\(^9\)

In the CM agents consume a numeraire good \(c\), supply labor hours \(h\), produce, settle debt \(d\) and adjust their portfolios of capital \(k\) and money \(m\). In the (preceding) DM, they meet bilaterally and potentially retrade \(k\), where gains from trade arise due to idiosyncratic productivity shocks. Agents discount between the CM and (the next) DM using \(\beta \in (0, 1)\), but not between the DM and CM. Given time endowment \(1\), their utility over consumption and leisure is \(U (c, 1 − h) = u (c) + \xi (1 − h)\), where \(\xi > 0\) is a parameter, and \(u' (c) > 0 > u'' (c)\). As is well known, quasi-linear utility greatly enhances tractability in environments like this, as described in Lemma 1 and 2 below. However, following Wong (2016), one can show that the results actually hold for any monotone, concave \(U (c, 1 − h)\) such that \(U_{11} U_{22} = U_{12}^2\).

Alternatively, as in Rocheteau et al. (2008), one can show that the results hold for any

---

\(^9\)By flexible we mean the environment accommodates many different specifications for search, price determination, etc. See Lagos et al. (2017) for a survey of papers using it in a variety of applications.
monotone and concave $U(c, 1 - h)$ if labor is indivisible, $h \in \{0, 1\}$, and agents trade using employment lotteries as in Rogerson (1988). This is relevant when we compare our results on business cycles to those from other models, including the one in Hansen (1985). We consider Hansen (1985) the textbook model in RBC (real business cycle) theory, because it jettisons many of the bells and whistles in Kydland and Prescott (1982) without a big impact on results, then improves on its performance by adding indivisible labor. A special case of our environment, with no idiosyncratic productivity shocks, is exactly Hansen’s (1985) indivisible-labor model.\(^\text{10}\)

We interpret agents as owning their own firms (they can own shares in many firms, but given Lemma 1 there is no demand for that kind of diversification). These firms have production functions satisfying CRS (constant returns to scale),

$$f(k, h) = (A\varepsilon k)^{1-\eta} h^\eta,$$

where $k$ is capital, $h$ is labor, $\varepsilon$ is an idiosyncratic productivity factor and $A$ is aggregate productivity. As in standard growth theory, investment in capital at $t$ becomes productive at $t + 1$, and we assume it is productive whether or not it gets traded in the DM at $t + 1$. Aggregate uncertainty comes from $A$, but it is assumed constant until Section 5. The firm-specific $\varepsilon$ is drawn from a time-invariant distribution $F(\varepsilon)$. While the cross section of $\varepsilon$ is constant, for a firm it can be persistent: using subscript $+$ to indicate next period, $\varepsilon_+$ is drawn from conditional distribution $Q(\cdot | \varepsilon)$, realized at the start of the DM after the CM closes. These shocks generate gains from trade in the secondary capital market because $\varepsilon$ is realized after firms choose $k$ in the primary market, capturing the idea that it can be desirable to adjust $k$ when new information arrives.

In the CM, a firm with $(k, \varepsilon)$ chooses labor demand $\tilde{h}$ to maximize profit,

$$\Pi(k, \varepsilon) = \max_{\tilde{h}} \{(A\varepsilon k)^{1-\eta} \tilde{h}^\eta - w\tilde{h}\}.$$

\(^{10}\)One potential virtue of assuming indivisible labor and lotteries is that the model generates unemployment, not just leisure, but we do not dwell on that except for a brief digression in fn. 22. Note also that we consider Hansen (1985) the textbook model, as opposed to the monetary version in Cooley and Hansen (1989), because in that version money is used by household to buy consumption while here it is used by firms for capital reallocation. Therefore, if our idiosyncratic shocks are shut down, as a special case, the formulation reduces to Hansen and not Cooley-Hansen.
Note II also depends on \( w \), but that remains implicit. To ease notation, the solution is

\[
\tilde{h}(k, \bar{e}) = \left( \frac{\eta}{w} \right)^{\frac{1}{1-\eta}} A \bar{e} k,
\]

and therefore \( \Pi(k, \bar{e}) = B(w) \bar{e} k \), where

\[
B(w) \equiv \left( \frac{\eta}{w} \right)^{\frac{1}{1-\eta}} (1 - \eta) A.
\]

Since profit is linear in \( k \), socially efficient reallocation entails full sales, which is why we assume CRS (with DRS, full sales are possible but partial sales that equalize the marginal product of \( k \) across traders are more likely).

Denote the CM and DM value functions by \( W \) and \( V \), respectively. Then

\[
W(\Omega, \bar{e}) = \max_{c, h, k, \tilde{z}} \left\{ u(c) - \xi h + \beta E_{\tilde{e}|e} V_+(\hat{k}, \tilde{z}) \right\},
\]

subject to

\[
c = \Omega + (1 - \tau_h)w h - \tilde{z}\phi/\phi_+ - \hat{k},
\]

where \( \Omega \) is wealth, \( k \) and \( z \) are capital and real money balances at the start of the CM while \( \hat{k} \) and \( \tilde{z} \) are capital and real money balances at the end, \( \tau_h \) is a labor income tax, and \( E_{\tilde{e}|e} \) denotes the expectation wrt \( \tilde{e} \) conditional on \( e \). Note that \( z = \phi m \) is defined as money \( m \) times its price \( \phi \) in terms of \( c \), and the price of real balances next period \( \tilde{z} \) in terms of current \( c \) is the gross inflation rate \( 1 + \pi = \phi/\phi_+ \). Wealth is given by

\[
\Omega = (1 - \tau_k)B(w) \bar{e} k + (1 - \delta)k + z - d - T,
\]

where \( \delta \) is the depreciation rate, \( \tau_k \) is a capital income tax, \( T \) is a lump-sum tax that could be negative, and \( d \) is debt brought in from the previous DM.

Assume an interior solution for \( h \in [0, 1] \) and strict concavity of \( V_+ \), which can be verified later. Then use the budget constraint to eliminate \( h \) and rewrite (3) as

\[
W(\Omega, \bar{e}) = \frac{\xi \Omega}{(1 - \tau_h)w} + \max_c \left\{ u(c) - \frac{\xi c}{(1 - \tau_h)w} \right\} \]

\[+ \max_{k, \tilde{z}} \left\{ -\frac{\xi (\tilde{z}\phi/\phi_+ + \hat{k})}{(1 - \tau_h)w} + \beta E_{\tilde{e}|e} V_+(\hat{k}, m, \tilde{e}) \right\}.\]

Conveniently, the choice of \( (\hat{k}, \tilde{z}) \) is isolated in the last term, which immediately yields these results:
Lemma 1 \( W(\Omega, \varepsilon) \text{ is linear in } \Omega \text{ with slope } \xi / [(1 - \tau_w)w] \).

Lemma 2 \((\hat{k}, \hat{z})\) solves
\[
-\frac{\xi}{(1 - \tau_w)w} + \beta E_{\hat{k} + \varepsilon} \frac{\partial V_+(\hat{k}, \hat{z}, \hat{\varepsilon})}{\partial \hat{k}} \leq 0, \quad = 0 \text{ if } \hat{k} > 0;
\]
\[
-\frac{\xi}{(1 - \tau_w)w} \frac{\phi}{\phi_+} + \beta E_{\hat{z} + \varepsilon} \frac{\partial V_+(\hat{k}, \hat{z}, \hat{\varepsilon})}{\partial \hat{z}} \leq 0, \quad = 0 \text{ if } \hat{z} > 0.
\]

This means that \((\hat{k}, \hat{z})\) is the same for all agents with the same \(\varepsilon\), although in general agents with different \(\varepsilon\) choose different \((\hat{k}, \hat{z})\).

To complete the CM problem, let \(\hat{z}(\varepsilon)\) and \(\hat{k}(\varepsilon)\) solve (5)-(6), which depend on \(\varepsilon\) because \(\hat{\varepsilon}\) does, and note from (4) that \(c\) solves \(u'(c) = \xi / [(1 - \tau_h)w]\). Then the budget constraint gives labor supply,
\[
h(\Omega, \varepsilon) = \frac{c + \hat{k}(\varepsilon) + \hat{z}(\varepsilon) \phi / \phi_+ - \Omega}{(1 - \tau_w)w},
\]
where dependence on \(w\) is implicit. Letting \(\Gamma\) be the distribution of \((k, z, \varepsilon)\) at the start of a period, we have the law of motion
\[
\Gamma_+(k, z, \varepsilon) = \int_{\hat{k}(x) \leq k, \hat{z}(x) \leq z} Q(\varepsilon|x) \, dF(x).
\]
Without aggregate shocks, while agents move around in the distribution the cross section is constant; however, that is not true with aggregate shocks. In any case, while there can be a distribution across agents leaving the CM, tractability is preserved since \(\hat{k}\) and \(\hat{z}\) depend only on \(\varepsilon\) (and not on past DM trades, as in models like Molico 2006 or Molico and Zhang 2006).

Now consider the DM, where with probability \(\alpha\) each firm (owner) is randomly matched to a potential trading partner.\(^{11}\) In a pairwise meeting the state variables of the pair are

\(^{11}\)The matching probability captures that it is difficult to find a trading partner. One interpretation is that a buying firm can find a selling firm with some probability. Another interpretation is that a buying firm can always find some selling firm but the selling firm has the type of capital demanded by the buying firm only with some probability because capital is specific. It may be interesting to consider competitive search, with directed rather than random matching and price posting rather than bargaining, but it would be complicated by having to solve for a cutoff, say \(\varepsilon^*\), where firms above (below) \(\varepsilon^*\) act as buyers (sellers). Having said that, random matching is arguably nice if \(\alpha\) is interpreted as the probability of meeting an appropriate
$s = (k, z, \varepsilon)$ and $\bar{s} = (\bar{k}, \bar{z}, \bar{\varepsilon})$. When $\varepsilon > \bar{\varepsilon}$ there are gains from trade where the $\varepsilon$ firm, called the buyer, gets some quantity $q(s, \bar{s})$ of capital from the $\bar{\varepsilon}$ firm, called the seller. Let $p(s, \bar{s})$ be the value of any cash payment by the buyer, and $d(s, \bar{s})$ the value of any debt, which means a promise of payment deferred to the next CM, as discussed in more detail below. Then

$$V(k, z, \varepsilon) = W(\Omega, \varepsilon) + \alpha \int_{\varepsilon > \bar{\varepsilon}} S^b(s, \bar{s})d\Gamma(\bar{s}) + \alpha \int_{\varepsilon < \bar{\varepsilon}} S^s(\bar{s}, s)d\Gamma(s),$$  \hspace{1cm} (9)

where $S^b(\cdot)$ and $S^s(\cdot)$ are buyer and seller surpluses, which by Lemma 1 are

$$S^b(s, \bar{s}) = \frac{\xi \{(1 - \tau_k)\varepsilon B(w) + 1 - \delta\} q(s, \bar{s}) - p(s, \bar{s}) - d(s, \bar{s})}{w(1 - \tau_h)};$$  \hspace{1cm} (10)

$$S^s(\bar{s}, s) = \frac{\xi \{p(\bar{s}, s) + d(\bar{s}, s) - [(1 - \tau_k)\bar{\varepsilon} B(w) + 1 - \delta] q(\bar{s}, s)}{w(1 - \tau_h)}. \hspace{1cm} (11)

We distinguish between two types of reallocation: a full sale, $q(s, \bar{s}) = \bar{k}$, which might be described as one firm taking over the other; and a partial sale, $q(s, \bar{s}) \in (0, \bar{k})$, which leaves both operating in the next CM. While full sales are socially efficient, they may not happen if buyers are limited in their ability to pay. Up-front cash payments are constrained by feasibility, $p \leq z$, while deferred payments are constrained by $d \leq D$, where in general the debt limit is

$$D = \chi_0 + \chi_\Pi \Pi + \chi_k (1 - \delta) k + \chi_q (1 - \delta) q.$$

The first term represents unsecured debt, which can be taken as a parameter or can be endogenized as in Kehoe and Levine (1993). The second represents debt secured by future profit, as in Holmstrom and Tirole (1998). The third and fourth represent debt secured by existing and newly-acquired capital, as in Kiyoaki and Moore (1997).

As is standard, we call $\chi_\Pi$, $\chi_k$ and $\chi_q$ pledgeability parameters and impose $\chi_j \in [0, 1]$. The usual story for $\chi_j < 1$ is that only some of your assets can be pledged as collateral, since if you renege on a payment only a fraction $\chi_j$ can be seized while you abscond counterparty – e.g., you meet someone for sure, but only with probability $\alpha$ do they have the kind of $k$ you want or want the kind you have, capturing specificity notion mentioned in fn. 3. This is invoked in other applications of search, like labor, where you might think you can always find a firm but they may not be hiring in your area. Our model also has a matching friction in that a seller (buyer) of $k$ would like to meet someone with the highest (lowest) $\varepsilon$, but we assume they meet at random (see Section 6 for a discussion of alternatives).
with the rest. An alternative approach based on private information is provided by Li et al. (2011): holding more assets than can be used to secure debt signals high quality. In any case, we set $\chi_{II} = 0$, but the other $\chi$’s will be discussed, in various contexts, below.\footnote{Even at $\chi_q = 1$ credit secured only using $(1 - \delta)q$ as collateral is not enough to generate DM trade: since sellers outside option is at least $(1 - \delta)q$, buyers must have additional means of payment, cash or another line of credit. We also mention that setting $\chi_{II} = 0$ may be restrictive (see Li 2022 for a nice recent paper), but we are trying to keep the number of parameters manageable.}

Next, we determine the DM terms of trade, $q(s, \tilde{s})$, $p(s, \tilde{s})$ and $d(s, \tilde{s})$. Here we use Kalai’s (1977) bargaining solution, with $\theta$ denoting buyers’ share, which is found by solving

$$\max_{d, p, q} S^b(s, \tilde{s}) \text{ s.t. } (1 - \theta) S^h(s, \tilde{s}) = \theta S^s(\tilde{s}, s),$$

with our additional constraints $q \leq \tilde{k}$, $p \leq z$ and $d \leq (1 - \delta) (\chi_q q + \chi_k k)$.\footnote{The Kalai solution emerges as the outcome of his axioms, but similar to generalized Nash, it can be characterized by a simple maximization problem. Here Kalai and generalized Nash are the same if liquidity constraints are slack, but not if they bind. Since Aruoba et al. (2007), Kalai bargaining is known to have several advantages in models of money or credit, and hence has become very popular in the literature.}

**Proposition 1** In any DM meeting $(s, \tilde{s})$ with $\varepsilon > \bar{\varepsilon}$, there is threshold

$$\bar{\varepsilon}_b = \bar{\varepsilon}(s, \tilde{s}) \equiv \frac{[z + \chi_k (1 - \delta)k] / \tilde{k} - (1 - \delta) (1 - \chi_q)}{(1 - \tau_k)(1 - \theta)B(w)} - \frac{\theta \varepsilon}{1 - \theta},$$

with the following properties: (i) If $\varepsilon > \bar{\varepsilon}_b$ there is a partial sale $q = Q < \tilde{k}$, where

$$Q = Q(s, \tilde{s}) \equiv \frac{z + (1 - \delta) \chi_k k}{(1 - \tau_k)B(w) [(1 - \theta) \varepsilon + \theta \bar{\varepsilon}] + (1 - \delta) (1 - \chi_q)},$$

and payments satisfy the constraints at equality, $p = z$ and $d = (1 - \delta) (\chi_q Q + \chi_k k)$. (ii) If $\varepsilon < \bar{\varepsilon}_b$ there is a full sale $q = \tilde{k}$, and the total payment is

$$p + d = \{(1 - \tau_k)B(w) [(1 - \theta) \varepsilon + \theta \bar{\varepsilon}] + 1 - \delta\} \tilde{k},$$

but the mix between $p$ and $d$ is irrelevant as long as $p \leq z$ and $d \leq (1 - \delta) (\chi_q \tilde{k} + \chi_k k)$. Proposition 1 is proved in Appendix B and illustrated in Figure 4. The results accord well with intuition: if a buyer is flush with liquidity there is a full sale and we say the seller stocks out; but if liquidity is tight there is a partial sale and we say the buyer cashes out. Inefficient partial sales occur when the unconstrained price (i.e., the one that prevails with perfect credit) is high, which, as Figure 4 shows, means $\varepsilon - \bar{\varepsilon}$ is big. Hence, meetings with the most social value may yield only partial sales as the buyer cashes out.
The last step before defining equilibrium is to discuss market clearing in the CM, where \( m, c \) and \( h \) are traded. By Walras’ law one can be ignored, and we choose \( h \); indeed, \( h \) does not appear in the definition below, but can always be recovered using (7). For \( m \), let the aggregate supply \( M \) grow at rate \( \mu \), with changes engineered in the CM as follows: add the seigniorage to revenue from \( \tau_h \) and \( \tau_k \), subtract government spending \( G \), and set the lump sum \( T \) to balance the public budget each period. Then money and goods market clearing are given by

\[
\phi M_+ = \int \hat{z}(\varepsilon) dF(\varepsilon) \quad \text{and} \quad c + K_+ + G = Y + (1 - \delta) K,
\]

where \( Y = B(w) K/(1 - \eta) \) is total output, \( K_+ = \int \hat{k}(\varepsilon) dF(\varepsilon) \) is gross investment, and \( K \) is effective capital weighted by productivity after DM trade,

\[
K = \alpha \int_{\varepsilon > \bar{\varepsilon}} \varepsilon [k + q(s, \tilde{s})] d\Gamma(\tilde{s})d\Gamma(s) \\
+ \alpha \int_{\varepsilon < \bar{\varepsilon}} \varepsilon [k - q(s, \tilde{s})] d\Gamma(\tilde{s})d\Gamma(s) + (1 - \alpha) \int \varepsilon k d\Gamma(s).
\]

This leads to the following definition.\(^{14}\)

**Definition 1** Given initial conditions for \((z, k)\) and paths for \((M, G, \tau_h, \tau_k)\) equilibrium is a list of nonnegative, bounded paths for \((c, \hat{z}, \hat{k}, q, p, d, \phi, w, \Gamma)\), where \( \hat{z} = \dot{z}(\varepsilon) \) and \( \hat{k} = \dot{k}(\varepsilon) \) for each agent while \( q = q(\varepsilon, \tilde{\varepsilon}) \), \( p = p(\varepsilon, \tilde{\varepsilon}) \) and \( d = d(\varepsilon, \tilde{\varepsilon}) \) for each pair, satisfying at every date: (i) in the CM \((\hat{c}, \hat{z}, \hat{k})\) solves (3); (ii) in the DM \((q, p, d)\) are given by Proposition 1; (iii) markets clear as defined by (15); and (iv) \( \Gamma \) evolves according to (8). It is a monetary equilibrium if \( \hat{z} > 0 \).

To discuss steady state, let \( G, \tau_h, \tau_k \) and \( \mu \) be constant. If \( \mu \neq 0 \) then \( \phi \) generally changes over time, but \( \phi M = z \) does not if \( \phi/\phi_+ = 1 + \mu \). This leads to the following definition:

**Definition 2** Steady state is a time-invariant list \((c, z, k, q, p, d, w, \Gamma)\) satisfying Definition 1 except for the initial conditions. It is a monetary steady state if \( z > 0 \).

\(^{14}\)When we say paths are bounded in this definition it means the usual transversality conditions in these kinds of models, \( \beta^t u'(x_t) \hat{k}_t \to 0 \) and \( \beta^t u'(x_t) \hat{z}_t \to 0 \) (e.g., see Rocheteau and Wright 2013):
Note that while monetary policy is specified above in terms of $\mu$, we can instead target inflation $\pi$ or an illiquid nominal rate $\iota$, and in steady state these are equivalent: pegging $\mu$ is the same as pegging $\pi = \mu$ or $\iota = (1 + \pi)/\beta - 1$. To be precise, define illiquid interest rates as follows: $1 + r$ is the amount of $c$ agents require in the next CM to give up 1 unit in this CM; and $1 + \iota$ is similar except $m$ replaces $c$. If there is another asset, as in Appendix C, it is equivalent to target its nominal rate; sometimes for some assets it is possible to target real rates, but not always (e.g., in steady state the illiquid real rate $1 + r = 1/\beta$ is independent of policy). In any case, we impose $\iota > 0$, but consider the limit as $\iota \to 0$, which is what Monetarists call the Friedman rule and Keyneians call the zero lower bound.

Continuing towards a characterization of the equilibrium, the next step is to derive the marginal value of capital entering the DM,

$$\frac{\partial V}{\partial k} = \frac{\xi}{(1 - \tau_h)w} \left\{ (1 - \tau_k)B(w) \left[ \varepsilon + \alpha (1 - \theta) \int_{S_b(s)} (\bar{\varepsilon} - \varepsilon) d\Gamma(\bar{s}) \right] 
+ \alpha \theta (1 - \delta) \chi_k \int_{S_b(s)} \frac{\varepsilon - \bar{\varepsilon}}{\Delta(\varepsilon, \bar{\varepsilon})} d\Gamma(\bar{s}) \right\} + 1 - \delta \right\},$$

where to save space $\Delta(\varepsilon, \bar{\varepsilon})$ denotes the denominator in (14), while

$$S_s(s) = \{\bar{s} : \varepsilon > \bar{\varepsilon}, \bar{\varepsilon} < \overline{\varepsilon}(\bar{s}, s)\} \text{ and } S_b(s) = \{\bar{s} : \varepsilon < \bar{\varepsilon}, \varepsilon > \overline{\varepsilon}(s, \bar{s})\}$$

are the set of meetings where you sell and are constrained in capital, and the set of meetings where you buy and are constrained in cash, respectively. In words, a marginal unit of $k$ has four potential benefits: (i) You can get its contribution to CM production, the first term in square brackets, which is $\varepsilon$ because $(1 - \tau_k)B(w)$ outside the brackets converts $\varepsilon k$ into disposable income. (ii) You can get its value from a DM sale, the second term in brackets, since you sell all of your $k$ when you meet someone with $\bar{s} \in S_s(s)$ and enjoy a share $1 - \theta$ of the surplus. (iii) You can get its DM collateral value, captured by the third term in brackets, since you hit your liquidity constraint when you buy from someone with $\bar{s} \in S_b(s)$ and enjoy a share $\theta$ of the surplus. (iv) You can get the CM resale value of $1 - \delta$ in the last term.
Similarly, derive

\[
\frac{\partial V}{\partial z} = \frac{\xi}{(1 - \tau_k)w} \left[ 1 + (1 - \tau_k)B (w) \alpha \theta \int_{S_b(s)} \frac{\varepsilon - \tilde{\varepsilon}}{\Delta (\varepsilon, \tilde{\varepsilon})} d\Gamma (\tilde{s}) \right].
\] (19)

In words, a marginal unit of \( z \) has two potential benefits: (i) You can get its CM purchasing power. (ii) You can get its DM purchasing power, since you hit your liquidity constraint as a buyer when you meet someone with \( \tilde{s} \in S_b(s) \) and you enjoy a share \( \theta \) of the surplus.

Now combine (17)-(19) with the FOCs in Lemma 2 at equality to get

\[
\frac{1}{w} = \frac{\beta (1 - \tau_k)B (w_+) w_+}{w_+} E_{\varepsilon + | \varepsilon} [\varepsilon_+ + \alpha (1 - \theta) I_s + \alpha \theta (1 - \delta) \chi_k I_b] + \frac{\beta (1 - \delta)}{w_+}
\] (20)

\[
\frac{Z}{w} = \frac{\beta Z_+}{w_+ (1 + \mu)} E_{\varepsilon + | \varepsilon} \left[ 1 + (1 - \tau_k)B (w_+) \alpha \theta I_b \right],
\] (21)

where \( Z \) denotes aggregate real balances, and we define

\[
I_s \equiv \int_{S_b(s_+)} (\tilde{\varepsilon}_+ - \varepsilon_+) d\Gamma_+ (\tilde{s}_+) \quad \text{and} \quad I_b \equiv \int_{S_b(s_+)} \frac{\varepsilon_+ - \tilde{\varepsilon}_+}{\Delta (\varepsilon_+, \tilde{\varepsilon}_+)} d\Gamma (\tilde{s}_+).
\]

These Euler equations, (20)-(21), play a big role in what follows.

Before presenting more substantive results, we need to say how banks enter the picture. So far this was not mentioned, as it seemed best to first present the framework without banking, but we want it for the quantitative work below. To begin, suppose after the CM closes and before the DM opens some information is revealed that affects agents’ desired liquidity. Then, as in Berentsen et al. (2007), banks can help reallocate \( \hat{z} \). We want the revealed information to be minimal, because different signals generally entail different demands for \( \hat{z} \), making it harder to solve the model. Therefore it is assumed that the only revelation is whether an agent will have a meeting in the upcoming DM. Hence there are just two types: those that will not have a DM meeting, who hold excess cash; and those that will have a meeting, who could use more.

This liquidity mismatch introduces a role for banks similar to the one in the large literature based on Diamond and Dybvig (1982).\(^{15}\) However, different from a typical Diamond-
Dybvig bank, here they take deposits and make loans in money, not goods. Also different from many banking models, here the infinite horizon is crucial both for having money valued in the first place and for incentives based on reputation. In particular, it is hard for agents to trade liquidity among themselves using promises of repayment in the next CM, for the same reason it is hard for them to trade capital using such promises: lack of commitment and lack of concern for reputation. However, it is reasonable to say that bankers have more concern for reputation, as they are not anonymous, so their promises to honor deposits are relatively credible, and they can have comparative advantage in collecting debts. Then in the model, as in reality, bankers can serve as intermediaries facilitating the exchange of liquidity across agents.\footnote{We think this captures in spirit the role of banking in, e.g., both Gertler and Kiyotaki (2015) and Gu et al. (2013), even if the former are more concerned with macro applications and the latter with micro foundations. While it would be interesting to flesh out in more detail how banking works, and perhaps derive additional implications, that would take us too far afield for this project.}

For our purposes, the important implication is that banks prop up money demand. The nice insight in Berentsen et al. (2007) is that banking makes it less costly to hold money, because if you find yourself with an abundance you can put/keep it in the bank, at interest financed by loans to those who want more. Thus banking reduces the cost of getting stuck with idle cash balances. Moreover, the only change in the equilibrium conditions is that $\alpha$ no longer appears in (21). To see the equations explicitly one can look at He et al. (2015) for a related application. Here we think the intuition should suffice: by lending $\hat{z}$ when you will have no meeting in the upcoming DM, you get the same marginal benefit as those that will have a meeting. Thus $\alpha$ drops out of the Euler equation for $\hat{z}$, and that means monetary equilibrium exists for a bigger range of parameters. While we could just set $\alpha = 1$ and similarly prop up money demand, that has other implications (e.g., for DM trading volume) and hence that is not equivalent. In fact, in the calibration below we find $\alpha$ far less than 1 is necessary to match the facts.

4 More Analytic Results

To develop a few more results and insights, suppose here that $\varepsilon$ is i.i.d. This simplifies the analysis because then $\mathbb{E}_{\varepsilon} V_+ (\hat{k}, \hat{z})$ is independent of $\varepsilon$, so everyone has the same
\((\hat{k}, \hat{z}) = (K_+, Z_+)\) leaving the CM. To see what this implies, first, define
\[
L \equiv \frac{(Z + \chi_0) / K - (1 - \delta) \left(1 - \chi_q - \chi_k\right)}{(1 - \tau_k)B (w)},
\]
a normalized notion of liquidity determining when the constraint binds. Also, we now include unsecured credit, \(\chi_0\). Using \(L\) and abusing notation slightly, write
\[
S_b (L) \equiv \left\{ (\varepsilon, \tilde{\varepsilon}) : \varepsilon > \tilde{\varepsilon}, \varepsilon > \frac{L - \theta \tilde{\varepsilon}}{1 - \theta} \right\}
\]
and
\[
S_s (L) \equiv \left\{ (\varepsilon, \tilde{\varepsilon}) : \varepsilon > \tilde{\varepsilon}, \tilde{\varepsilon} < \frac{L - \theta \varepsilon}{1 - \theta} \right\}
\]
for the sets of meetings where partial and full sales occur, as defined in (18), except here they are functions of \(L\). Also use \(L\) to write the effective capital stock defined in (16) as
\[
K = J (L, w) K,
\]
where, with another slight abuse of notation,
\[
J (L, w) \equiv \mathbb{E} \varepsilon + \alpha I_s (L) + \alpha \left[(1 - \tau_k)B (w) L + (1 - \delta) \left(1 - \chi_q\right)\right] I_b (L),
\]
where, with another slight abuse of notation,
\[
I_b (L) = \int \int \frac{\varepsilon - \tilde{\varepsilon}}{\Delta (\varepsilon, \tilde{\varepsilon})} dF(\varepsilon)dF(\tilde{\varepsilon}) \quad \text{and} \quad I_s (L) = \int \int (\tilde{\varepsilon} - \varepsilon) dF(\varepsilon)dF(\tilde{\varepsilon}).
\]
Given the above notation, in steady state the Euler equations become
\[
r + \delta = \left[\mathbb{E} \varepsilon + \alpha (1 - \theta) I_s (L) + (1 - \delta) \chi_k\right] B (w) (1 - \tau_k)
\]
and
\[
\iota = \alpha \theta \int \int \frac{(\varepsilon - \tilde{\varepsilon}) dF(\varepsilon)dF(\tilde{\varepsilon})}{(1 - \theta)\varepsilon + \theta \tilde{\varepsilon} + \frac{(1 - \delta)(1 - \chi_q)}{(1 - \tau_k)B(w)}},
\]
where \(r\) and \(\iota\) are the illiquid real and nominal rates defined earlier. Also, goods market clearing becomes
\[
w^{-1} \left[\frac{\xi}{(1 - \tau_h)w}\right] + G = \left[\frac{B (w) J (L, w)}{1 - \eta} - \delta\right] K.
\]
Notice (23)-(25) constitute three equations in \((K, Z, w)\), while if \(\varepsilon\) were not i.i.d., \(K\) and \(Z\) would be functions of \(\varepsilon\), not just numbers.

For what it’s worth, (23) and (24) can legitimately be called the IS and LM curves, setting the demand for Investment to the supply of Savings, and the demand for Liquidity to the (real) supply of Money. Both depend on credit conditions as captured by the \(\chi\)’s,
fiscal policy as captured by $G$ and the $\tau$’s, and monetary policy as captured by $\iota$, $\pi$ or $\mu$. While the framework is evidently different from the IS-LM model taught in some undergrad macro classes, it can be used the same way to make predictions by shifting curves. The only complication is that wages here are endogenous, but in principle one can solve (25) for $w$ and insert it into (23)-(24) to get two equations in $(K, Z)$.\footnote{One trick that reduces the algebra is to assume $f(k, h) = h + \bar{f}(k)$ to pin down $w = 1$; however, that it is obviously an extreme specification. Another is to set $\theta = 1$ so that (23) pins down $B(w)$, thus determining $w$ endogenously but independently of other variables; however, that is also extreme, in the sense that varying $\theta$ has interesting positive and normative implications that we do not want to miss.}

In practice, it is better to regard (23)-(24) as two equations in $(L, B)$, independent of other variables, then, given $(L, B)$, we get $Z/K$ and $w$ from (13) and (22), and $K$ from (25). In Figure 5 an intersection of (23)-(24) in $(L, B)$ space is a monetary steady state.

**Proposition 2** If $\theta$ is not too small, while $\chi_0$ and $\chi_k$ are not too big, there exists a unique monetary steady state if and only if $\iota < \bar{\iota}$, where $\bar{\iota} > 0$.

It is no surprise how the results in Proposition 2 depend on parameters: as is known from related work, under Kalai bargaining existence of monetary equilibrium requires $\theta$ above and $\iota$ below thresholds. Naturally it also requires $\chi_0$ and $\chi_k$ below thresholds because too-easy credit makes money irrelevant. We need no restrictions on $\chi_q$, however, other than the maintained $\chi_q \leq 1$.

Table 5 shows the effects of policy and credit conditions on $(K, Z, w)$, output $Y$ and a new variable $\Phi$ defined as the probability of a full sale conditional on a meeting. Here $\pm$ means the result can go either way, and the nonmonotonicity of different variables as functions of $\iota$ will be confirmed below in the numerical work. A perhaps surprising result is the ambiguous impact of $\iota$ on $Z$, although $\partial Z/\partial k < 0$ holds below at the calibrated parameters. Notice $\partial Z/\partial \chi_0 < 0$ is unambiguous: related to the discussion on credit conditions and money demand, higher $\chi_0$ reduces the need for cash, putting upward pressure on the price level and hence measured inflation, even if it is pinned down in the long run by money growth, $\phi/\phi_+ = 1 + \mu$ (by definition of stationary equilibrium). Also related to that discussion, the effects on $\Phi$ are unambiguous: in the long run the fraction of full sales goes down with $\iota$ and up with $\chi_k$ or $\chi_q$.\footnote{One trick that reduces the algebra is to assume $f(k, h) = h + \bar{f}(k)$ to pin down $w = 1$; however, that it is obviously an extreme specification. Another is to set $\theta = 1$ so that (23) pins down $B(w)$, thus determining $w$ endogenously but independently of other variables; however, that is also extreme, in the sense that varying $\theta$ has interesting positive and normative implications that we do not want to miss.}
Table 5: Comparative Statics

<table>
<thead>
<tr>
<th></th>
<th>$\ell$</th>
<th>$\chi_0$</th>
<th>$\chi_k$</th>
<th>$\chi_q$</th>
<th>$\tau_k$</th>
<th>$\tau_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>$\pm$</td>
<td>$0$</td>
<td>$+$</td>
<td>$-^*$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>$Z$</td>
<td>$\pm$</td>
<td>$-$</td>
<td>$\pm$</td>
<td>$\pm$</td>
<td>$\pm$</td>
<td>$-$</td>
</tr>
<tr>
<td>$w$</td>
<td>$+^*$</td>
<td>$0$</td>
<td>$+$</td>
<td>$+$</td>
<td>$-$</td>
<td>$0$</td>
</tr>
<tr>
<td>$Y$</td>
<td>$\pm$</td>
<td>$0$</td>
<td>$+$</td>
<td>$-^*$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>$-$</td>
<td>$0$</td>
<td>$+$</td>
<td>$+$</td>
<td>$+$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

Note: All assume $\chi_q$ is big; $^*$ also assumes $\theta$ is big.

These effects can be illustrated by shifting the IS and LM curves in Figure 5, and we make use of that in proving the results in Appendix B. Consider for the sake of illustration the case $\chi_k = 0$, which is easy because it implies changes in $\ell$ shift LM but not IS. Intuitively, higher $\ell$ increases the cost of liquidity, so agents only want to hold the same $Z$ if the benefit to reallocation is higher, which means that $B$ must rise. As shown, LM shifts to the northwest. That leads to lower $L$, which implies fewer full sales, more partial sales, and less total reallocation; it also leads to higher $B$, which implies more profit per unit of capital. By continuity this is still valid if $\chi_k > 0$ is not too big. However, if $\chi_k$ is too big, while $L$ is still decreasing in $\ell$, $B$ can be increasing or decreasing. Having $\partial k / \partial \ell > 0$ is similar to the Mundell-Tobin effect in the sense that higher $\ell$ makes agents want to shift out of $Z$ and into $K$, but the reason here is that $Z$ and $K$ are substitutes as payment instruments when $\chi_k > 0$.

In terms of efficiency, the Appendix solves the planner problem and compares it to equilibrium with no fiscal distortions, $\tau_k = \tau_h = 0$. For $q$ to be efficient in equilibrium we need full sales in all meetings, and if this is to happen for an arbitrary distribution of $\varepsilon$ shocks we need $\ell \to 0$. At the same time, for $K$ to be efficient we need sellers in the DM to reap the full benefit of their investments, which requires $\theta = 0$, but $\theta = 0$ implies monetary equilibrium cannot exist and more generally $\theta$ low implies there is underinvestment in $Z$. This is a two-sided holdup problem: given $\ell > 0$, a big $\theta$ is necessary to encourage money demand; a small $\theta$ is necessary to encourage capital demand; and no $\theta \in [0, 1]$ delivers both. However, for any $\theta$ steady state is efficient if there is no monetary or labor wedge, $\ell \to 0$ and $\tau_h = 0$, and we implement a corrective subsidy on capital formation:
Proposition 3  Efficiency is not possible at \( i > 0 \). When \( i \to 0 \) monetary steady state is efficient if \( \tau_h = 0 \) and \( \tau_k = \tau_k^* \), where \( \tau_k^* \leq 0 \) with strict inequality unless \( \theta = 0 \), is given by

\[
\tau_k^* = 1 - \frac{\int_0^\infty \hat{\varepsilon} dF(\hat{\varepsilon}) + \alpha \int_{\hat{\varepsilon} < \hat{\varepsilon}} (\hat{\varepsilon} - \hat{\varepsilon}) dF(\hat{\varepsilon}) dF(\hat{\varepsilon})}{\int_0^\infty \hat{\varepsilon} dF(\hat{\varepsilon}) + \alpha (1 - \theta) \int_{\hat{\varepsilon} < \hat{\varepsilon}} (\hat{\varepsilon} - \hat{\varepsilon}) dF(\hat{\varepsilon}) dF(\hat{\varepsilon})}.
\]

Before moving to the quantitative work, let us consider a pure-credit setup, where pure means: (i) \( \phi M = 0 \) (no money); and (ii) \( \chi_0 > 0 \), \( \chi_j = 0 \) for \( j \neq 0 \) (no collateral). Pure credit does not mean perfect credit unless \( \chi_0 \) is big, of course, since DM trade is still constrained by \( d \leq \chi_0 \). The capital equation (23) and market clearing (25) are similar to those seen above, but now they immediately yield two equations in \((K, w)\). Based on this the Appendix proves the following:\textsuperscript{18}

Proposition 4  With pure credit, steady state exists and is unique if \( \alpha \) is not too big. It is efficient if \( \chi_0 \) is sufficiently large, \( \tau_h = 0 \) and \( \tau_k = \tau_k^* \) as given in (26).

5 Quantitative Results

As many of our parameters are standard in the RBC literature, we follow that approach where possible (e.g., see Gomme and Rupert 2007). In particular, while in general all the parameters are set simultaneously to hit all the targets, it is useful to discuss how each one is set to match one observation when that observation has the most obvious or important impact. Another preliminary remark is that \( \varepsilon \) is i.i.d. for now, but that is relaxed in Section 6. Also, the sample period is 1984 to 2018 for reasons given in fn. 5.

5.1 Calibration

The calibrated parameters are in Table 6. Average annual (CPI) inflation \( \pi \) over the period is 2.68\%. For the average illiquid nominal rate, the AAA corporate bond nominal yield \( \nu \) over the period is 6.72\%. We considered alternatives, including the T-bill yield, but settled on this for three reasons. (i) We are, after all, studying corporations. (ii) Yields on corporate bonds are somewhat high, presumably in part because they are somewhat risky,\textsuperscript{18} A reason to present this result is that most papers on capital reallocation do not have money. While we consider that a deficiency, a nonmonetary version of our framework facilitates comparison with that work.

\textsuperscript{18}
but our agents are effectively risk neutral on that dimension by Lemma 1, so the measure corresponds well to our definition of \( \iota \) (the money agents require in the next CM to give up a dollar in this CM). (iii) It is generally accepted in finance that corporate bonds are less liquid than T-bills, even if this is sometimes described as less “convenient” (e.g., Krishnamurthy and Vissing-Jorgensen 2012). Given the AAA corporate bond yield and inflation, we get the real illiquid rate
\[
1 + r = \frac{1 + i}{1 + \pi} = 1.0393
\]
and
\[
\beta = 1 / (1 + r) = 0.962.
\]

We made an effort to be careful with \( \beta \), as it seems central to our approach, but results are not too sensitive over a reasonable range. For the other preference parameters, we use \( u(c) = \log(c) \) and set the coefficient on leisure to \( \xi = 2.38 \) so hours worked as a fraction of discretionary time are 33%, as reliably reported in time-use surveys for the representative US household, but the results are not very sensitive to this. For technology, we normalize \( A = 1 \) and set labor’s share to \( \eta = 0.60 \), which is within the range people use, although perhaps in the lower part of the range (a classic discussion by Christiano 1988 suggests that at the time one could reasonably claim labor’s share is anywhere between 0.57 and 0.75). That is partially offset by having depreciation somewhat high, \( \delta = 0.125 \), to yield a reasonable \( K/Y = 1.8 \); but we also report results for \( \delta = 0.1 \) (see below). Then, \( G \) is 20% of steady state \( Y \), while \( \tau_k = 0.25 \) and \( \tau_h = 0.22 \), reasonable approximations to US fiscal policy (Gomme and Rupert 2007).

Other parameters are less standard but can still be set with discipline. The idiosyncratic productivity shock distribution is assumed to be log-normal, \( \log \varepsilon \sim N(\log \bar{\varepsilon}, \sigma^2) \), with \( \bar{\varepsilon} \) set to normalize \( \mathbb{E}\varepsilon = 1 \), and \( \sigma = 1.15 \), in line with previous studies.\(^{19}\) The DM arrival rate is set to \( \alpha = 0.118 \) to match an R share of 30%, as reported in Section 2, and it is clear that this is a good parameter for hitting that target. For credit frictions, we set \( \chi_q = 0.836 \) to match a P share of 31% and \( \chi_k = 0.0652 \) to match firm money holdings over output of 5%, and it is clear that these are good parameters for hitting the fraction of partial sales in reallocation and firm cash holdings.\(^{20}\)

\(^{19}\)A usual procedure is to fit an AR(1) process for idiosyncratic productivity shocks, with an estimated persistence parameter 0.7 and a standard deviation of 0.25 in COMPUSTAT data. See, e.g., Imrohoroglu and Tuzel (2014).

\(^{20}\)Firm cash is from FRED, Nonfinancial Corporate Business; Checkable Deposits and Currency, and dividing by nominal GNP makes the series stationary, with an average of 5%. For the record, we did not target money used in reallocation, which as mentioned above is 42% by value (Thomson Reuters M&A Database, 1971-2018), yet the model turns out to match that extremely well – a nice consistency check.
Table 6: Calibrated Parameters and Targets

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Explanation/Target</th>
<th>Value</th>
<th>Explanation/Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.067</td>
<td>nominal AAA bond yield</td>
<td>0.118</td>
<td>R share 30% (35%)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.962</td>
<td>real AAA bond yield</td>
<td>$\chi_q$</td>
<td>0.836 (0.860)</td>
</tr>
<tr>
<td>$\xi$</td>
<td>2.38</td>
<td>labor hours $h$</td>
<td>$\chi_k$</td>
<td>0.065 (0.057)</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.60</td>
<td>labor's share $\tau$</td>
<td>$\tau_k$</td>
<td>0.25</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.125 (0.10)</td>
<td>depreciation rate</td>
<td>$\tau_h$</td>
<td>0.22</td>
</tr>
<tr>
<td>$\bar{\epsilon}$</td>
<td>-0.66</td>
<td>normalization</td>
<td>$G$</td>
<td>0.11</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>1.15</td>
<td>COMPUSTAT</td>
<td>$\theta$</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Note: numbers in parentheses are for the calibration that implies R share is 35%.

The remaining parameter, bargaining power, is set to $\theta = 1/2$, as a benchmark, for several reasons. First, that is symmetric bargaining, which is natural with ex ante identical agents. Second, it seems conservative, as we could only do better by choosing $\theta$ to match something. Third, when we tried freeing up $\theta$ it came out as very close 1/2. Finally, plenty of time is spent below discussing how the results vary with $\theta$, and so it is not crucial what we take as a benchmark.

As mentioned, we also try $\delta = 0.1$. Recalibrating the other parameters, they do not change much: as Table 6 shows by the numbers in parentheses, the only ones that move up to three digits are $\chi_q$ and $\chi_k$. Using $\delta = 0.1$ raises $K/Y$ to 2.08, somewhat better than $\delta = 0.125$, but it turns out that it cannot deliver an $R$ share of 30%, so we end up settling for 35%. The tradeoff is between having $\delta$ a bit big and hitting the $R$ share, or having $\delta$ and $K/Y$ slightly better but overshooting the $R$ share. An argument for the former is that because we made a big deal of the $R$ share earlier we really should get it right here. A counter argument uses the conventional wisdom that the $R$ share is underestimated (recall the data neglect small firms, those that are not publicly traded, mergers, and rentals). While 30% may well be an underestimate, it is hard to say if 35% is too low, too high or just right. Hence, we consider both, using as a benchmark the calibration with an $R$ share of 30%, and indicating where results change when we used 35%.

In summary, in matching the model and data, we cannot get everything perfect, but it is very close. Moreover, the bar was set high – e.g., most studies of reallocation do not try to match money demand and vice versa. It is also worth emphasizing that the targets
are all first moments, except the standard deviation of $\varepsilon$, and they are for the most part fairly well measured.

## 5.2 Long-Run Results

Consider the impact of inflation on steady state. While Table 5 has analytic results on that, some can go either way, and moreover we want the magnitude, not just the sign. See Figure 6, where the $x$-axis is labeled $\iota$ since in steady state $1 + \iota = (1 + \pi)/\beta$ means that either $\pi$ or $\iota$ can measure inflation. This picture is drawn with $\delta = 0.125$, but it is very similar with $\delta = 0.1$. Results are given for three bargaining powers: the benchmark $\theta = 1/2$, $2/3$ and $3/4$. We could set lower $\theta < 1/2$, too, and for a few issues mentioned below that is interesting, but recall low $\theta$ implies monetary equilibria exist only for low $\iota$, if they exist at all. To be more precise, the vertical lines show the $\bar{\iota}$ from Proposition 2 at which monetary equilibria vanish.\footnote{In case it is hard to read, $\theta = 0.5 \Rightarrow \bar{\iota} = 12\%$; $\theta = 2/3 \Rightarrow \bar{\iota} = 18\%$; and $\theta = 3/4 \Rightarrow \bar{\iota} = 22\%$. If so desired, we could further raise $\bar{\iota}$ by, e.g., adding a demand for money by households buying goods, or adding a motive for firms to hold cash other than reallocation.}

The top row in Figure 6 shows standard macro variables. They are normalized to 100 at $\alpha = 0$, which can be interpreted as their values in the textbook model (adding $\varepsilon$ shocks has no impact on these variables when $\alpha = 0$). The first thing to note is the nonmonotonicity in $K$ vs $\iota$. The economic logic is straightforward: on the one hand, higher $\iota$ taxes selling $k$ in the DM, and that decreases incentives to invest in the CM; on the other hand, higher $\iota$ taxes buying $k$ in the DM, and that increases incentives to invest in the CM; so the net effect depends on $\iota$ as well as $\theta$, with the latter especially important because it determines whether buyers or sellers get the lion’s share of the bilateral surplus. The impact of $\iota$ on $K$ leads to a similar impact on $Y$ and notice two things: the $\iota$ where effects turn from negative to positive is empirically relevant; and the effects are not small.\footnote{While $Y$ and $K$ are nonmonotone, $H$ is increasing in $\iota$ for these parameters. As mentioned in fn. 10, in indivisible-labor models people typically call $1 - H$ unemployment. On that interpretation, we get a stable, long-run Phillips curve, exploitable by policy: unemployment falls with inflation, although not a lot. This contrasts with a related paper, Berentsen et al. (2011), where unemployment increases with $\iota$. While the models have many differences, the key for this is that that model has no capital.}

The middle row in Figure 6 is especially important for us, as it focuses on reallocation variables. As in the data, in the long run inflation decreases the $R$ share and increases
the P share. Also, the probability of full sales in meetings goes down with \( \nu \), consistent with \( \partial \Phi / \partial \nu < 0 \) in Table 5, and with economic intuition: higher \( \nu \) makes it more likely that buyers cash out before sellers stock out. Higher \( \nu \) also raises the real DM price \( (p + d) / q \), but not much. Note this graph shows the average price, because the model generates price dispersion across meetings, depending on the \( \varepsilon \) of both buyer and seller. This is consistent with empirical work showing that the law of one price is not upheld in used-capital markets (recall fn. 3), but as interesting as that may be, detailed analysis of the equilibrium price distribution is left to future work.

The last row illustrates subsidiary results. First, average productivity is decreasing because \( \nu \) hinders reallocation, so more capital ends up at less productive firms. Also shown is welfare measured as usual as the percent of \( c \) an agent would give up to reduce \( \nu \) to 0. Here \( \nu = 0 \) is optimal, but that is not always true – e.g., given other parameters, \( \nu > 0 \) is optimal at \( \theta = 1 \).\(^{23}\) Also shown is cash over \( Y \), which resembles well money demand curve by firms in the data, and while the mean was targeted, the elasticity was not. Also shown is credit over \( Y \), credit being the non-cash part of DM payment. There is an arbitrariness to this, because in meetings where liquidity constraints are slack agents are indifferent between cash or credit, and we adopt the convention that they use cash first. A different convention may shift the curve up, but that does not alter the point that as \( \nu \) rises agents substitute out of cash and into credit.

The calibrated model thus generates several insights about the long run. One is that investment and output are decreasing in \( \nu \) when it is low, but increasing when it is moderately higher, while employment is increasing for all \( \nu \) at calibrated parameters; hence inflation can stimulate investment, output and employment, but that does not mean it is good for welfare. Another lesson is that we can get the R and P shares to depend on \( \nu \) in ways consistent with the long-run evidence, which was a prime goal. Given reallocation depends on \( \nu \), so does measured productivity. Another lesson concerns the impact of \( \theta \) on investment, reallocation, money demand, etc., which one would miss if never considering

\(^{23}\)A common summary statistic is the welfare cost of 10% inflation, which for our calibration is a rather big 2.92%. The number does not depend on \( \delta \) but, as is well understood (e.g., Craig and Rocheteau 2008) it is sensitive to \( \theta \), e.g. \( \theta = 2/3 \) implies 1.40% and \( \theta = 1/3 \) implies 3.61%. For comparison, consider models with consumers using cash to buy goods, rather than firms using it to buy capital. Roughly speaking, reduced-form models, that seem to only use Walrasian pricing, find 0.5% (e.g., Lucas 2000), while search-and-bargaining models, with \( \theta \) calibrated, can get around 5.0% (e.g., Lagos and Wright 2005).
anything but Walrasian pricing. Other insights, related to search efficiency, fiscal policy and productivity persistence, are discussed in Section 6.

5.3 Short-Run Results

The next step is to investigate how the model accounts for business cycle observations. Suppose there are shocks to aggregate productivity $A$, and potentially also to credit conditions as captured by $\chi_q$, motivated by the earlier discussion and empirical findings. In general the specification is

$$\ln A_t = \rho_A \ln A_{t-1} + \xi_{A,t}$$

$$\ln \chi_{q,t} - \ln \chi_q = \rho_{\chi} (\ln \chi_{q,t-1} - \ln \chi_q) + \xi_{\chi,t},$$

where $\xi_{A,t} \sim N(0, \sigma_A^2)$ and $\xi_{\chi,t} \sim N(0, \sigma_{\chi}^2)$ are i.i.d.

We set $\rho_A = \rho_{\chi} = 0.825$, as is standard in yearly models, roughly corresponding to 0.95 in quarterly models. Then we set $\sigma_A = 4.33\%$ and $\sigma_{\chi} = 20.8\%$ to match the volatility of output and the R share (filtered), and ask how well the model captures the volatility and correlation with output for other variables. Table 7 provides answers for the calibration with $\delta = 0.125$ and an R share of 30%, while Table 8 does so with $\delta = 0.1$ and an R share of 35%. The first column of numbers has standard deviations from the data; the second has standard deviations from the model with both shocks; and the third standard deviations from the model with only $A$ shocks. The remaining are columns similarly have correlations of the variables with output.\footnote{Statistics from the model and data are computed the same way, by first taking logs and filtering out lower frequencies, as is a common (if not the only) way to proceed.}

The first observation is that Tables 7 and 8 are very similar. So the business cycle results do not depend much on whether the R share is 30\% or 35\%, and we can focus on Table 7. The next observation is that for the standard macro variables $Y$, $C$, $I$ and $H$, the model does a good job by the standards of the literature accounting for volatility and correlation with output. Indeed, with respect to these variables, it generates results very similar to the textbook model. Moreover, this is true with only $A$ shocks, or with both shocks: although the numbers statistics are not the same in the two cases, it is hard to say which better resembles the data. This is not a big surprise or success, but a minimal
requirement: the new features introduced here do not impair performance on capturing the basic business cycle facts.

Table 7: Business Cycle Statistics with $\delta = 0.125$ and Steady State R Share 30%

<table>
<thead>
<tr>
<th></th>
<th>SD Data</th>
<th>$A$ and $\chi_q$</th>
<th>$A$ only</th>
<th>Corr with output Data</th>
<th>$A$ and $\chi_q$</th>
<th>$A$ only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>1.90</td>
<td>1.90</td>
<td>1.90</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Consumption</td>
<td>0.63</td>
<td>0.50</td>
<td>0.60</td>
<td>0.91</td>
<td>0.87</td>
<td>0.97</td>
</tr>
<tr>
<td>Investment</td>
<td>3.74</td>
<td>3.44</td>
<td>3.04</td>
<td>0.86</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>Employment</td>
<td>0.74</td>
<td>0.61</td>
<td>0.45</td>
<td>0.90</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td>TFP</td>
<td>0.62</td>
<td>0.74</td>
<td>0.80</td>
<td>0.79</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>R share</td>
<td>5.88</td>
<td>5.88</td>
<td>2.32</td>
<td>0.64</td>
<td>0.31</td>
<td>-0.97</td>
</tr>
<tr>
<td>P share</td>
<td>8.68</td>
<td>10.14</td>
<td>0.48</td>
<td>-0.53</td>
<td>-0.56</td>
<td>0.13</td>
</tr>
<tr>
<td>Inflation</td>
<td>1.93</td>
<td>3.83</td>
<td>0.07</td>
<td>0.35</td>
<td>0.44</td>
<td>-0.98</td>
</tr>
</tbody>
</table>

Note: SD is standard deviation relative to output’s, except for output itself.

Table 8: Business Cycle Statistics with $\delta = 0.10$ and Steady State R Share 35%

<table>
<thead>
<tr>
<th></th>
<th>SD Data</th>
<th>$A$ and $\chi_q$</th>
<th>$A$ only</th>
<th>Corr with output Data</th>
<th>$A$ and $\chi_q$</th>
<th>$A$ only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>1.90</td>
<td>1.90</td>
<td>1.90</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Consumption</td>
<td>0.63</td>
<td>0.41</td>
<td>0.53</td>
<td>0.91</td>
<td>0.83</td>
<td>0.97</td>
</tr>
<tr>
<td>Investment</td>
<td>3.74</td>
<td>3.90</td>
<td>3.36</td>
<td>0.86</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>Employment</td>
<td>0.74</td>
<td>0.70</td>
<td>0.50</td>
<td>0.90</td>
<td>0.94</td>
<td>0.96</td>
</tr>
<tr>
<td>TFP</td>
<td>0.62</td>
<td>0.67</td>
<td>0.76</td>
<td>0.79</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>R share</td>
<td>5.88</td>
<td>5.88</td>
<td>2.37</td>
<td>0.64</td>
<td>0.46</td>
<td>-0.98</td>
</tr>
<tr>
<td>P share</td>
<td>8.68</td>
<td>12.95</td>
<td>0.42</td>
<td>-0.53</td>
<td>-0.67</td>
<td>0.10</td>
</tr>
<tr>
<td>Inflation</td>
<td>1.93</td>
<td>4.33</td>
<td>0.06</td>
<td>0.35</td>
<td>0.63</td>
<td>-0.99</td>
</tr>
</tbody>
</table>

Note: SD is standard deviation relative to output’s, except for output itself.

Now consider reallocation dynamics. On that dimension, the model with only $A$ shocks is way off – really a long way off. For the R share, the standard deviation is too small, and the correlation with output is $-0.97$ instead of $+0.64$. For the P share, the standard deviation is far too small, only $0.48$, compared to $8.68$ in the data, and the correlation with output again takes the wrong sign, this time $+0.13$ instead of $-0.53$. The inescapable conclusion
is that with only aggregate productivity shocks the model cannot capture reallocation dynamics at all well.

What about the model with both $\chi_s$ and $A$ shocks? From the Table, it obviously does better, and by the standards of the literature it accounts for the data quite well. Of course, it matches the volatility of the R share, because $\sigma_\chi$ is calibrated to that; but we did not target the correlation between the R share and output, which is much better than before, with a magnitude in the ballpark and the sign no longer wrong. For the P share, the standard deviation and correlation with output in the model look quite good compared to the data, certainly far better than when there are only $A$ shocks.

While the above results are the ones we want to stress, there are subsidiary findings. First, notice that with only $A$ shocks inflation is counterfactually countercyclical and its volatility is too small, while with both shocks, for the correlation with output the sign is right and the for volatility the magnitude is not too bad. We do not play this up, however, because here we are less interested in inflation dynamics, especially given our simple specification for monetary policy. Second, the average DM price is procyclical (not in the Table, but the correlation with output is 0.67). Third, productivity dispersion measured by the coefficient of variation is countercyclical (the correlation with output is -0.57). Putting these results together, the model is consistent with each and every one of the stylized facts mentioned in the Introduction and stressed in the capital reallocation literature.\footnote{The result on the DM price is driven mainly by $A$ shocks, while the result on productivity dispersion is driven by $\chi_s$ shocks. We also mention in passing an advantage of having two shocks stressed by Christiano and Eichenbaum (1992): it breaks the tight relationship between $A$ and $H$ seen in the model but not in the data. We cannot do justice to that issue here, but can report the correlation between $A$ and $H$ is 0.61 with both shocks, which is a step in the right direction compared to the model with only $A$ shocks.}

The conclusion is this: with shocks to aggregate productivity and credit conditions, the framework does fairly well at accounting for reallocation dynamics, as well still matching standard macro facts and some other observations.

6 Extensions and Other Applications

We now investigate briefly the impact of search frictions, fiscal policy and persistence in the firm-specific shocks.
6.1 Effects of Search in Different Specifications

One might like to know how equilibrium depends on search efficiency measured by $\alpha$. Additionally, given that a version without $\varepsilon$ shocks is the textbook model, with no need for a DM or money, we can start from that and move to our main model gradually, by first adding $\varepsilon$ shocks, then adding other components one at a time. In the interest of space, let us concentrate on three versions: (i) we start with search frictions in the DM, but easy credit so that liquidity constraints never bind and hence money is not valued; (ii) then we tighten credit constraints, so they bind at least sometimes, but do not yet introduce money; and (iii) then we add money to get the main model.\(^{26}\)

The first finding is that in response to aggregate shocks all versions generate statistics for standard macro variables that are about the same, i.e., close to the textbook model and the data. We do not show analogs to Table 7 for each specification, because the results are similar and not too surprising, although it is still good to verify that adding different features does not reduce performance in terms of standard business cycle facts. However, in terms of reallocation, the specifications are quite different. An obvious difference is that with perfect credit there are no partial sales, making it a nonstarter for explaining the two types of reallocation. Still, we can examine case (i) on other dimensions.

The outcome is depicted in Figure 7 as $\alpha$ varies for different values of $\theta$. Here we deviate from Figure 6 and show one $\theta$ above and one below the benchmark $1/2$, because we do not need high $\theta$ when we are not trying to sustain monetary equilibrium, and because lower $\theta$ is interesting in this exercise. As shown in the top row, for low $\theta$ both output and investment increase with $\alpha$, while for high $\theta$ both decrease with $\alpha$, and for intermediate $\theta$ output increases while investment decreases. Related to the intuition offered for the effects of $\iota$ in the monetary economy, higher $\alpha$ means better DM trading opportunities, and since $\theta$ determines how buyers and sellers split the surplus it determines incentives to invest less or more in the CM. At the same time higher $\alpha$ always increases reallocation, which can raise $Y$ even if it lowers $K$, as happens at $\theta = 1/2$.

\(^{26}\)We also studied versions where agents in the DM trade with probability $\alpha$, but for all those that trade, the highest $\varepsilon$ firm gets the capital of all the others, which can be interpreted as having search but not matching problems. Do that with $\alpha = 1$ eliminates search and matching entirely, which makes the DM completely frictionless if one also assumes perfect credit and Walrasian pricing. In the interest of space those results are omitted, but they can be made available on request.
Now consider case (ii), tighter credit but still no money. As Figure 8 shows, for these parameters credit limits are tight enough that we get only partial sales. The results also differ from the previous case in the ordering of the curves by $\theta$: before all curves shift down as $\theta$ rises; now they all shift up as $\theta$ rises. Still, case (i) and (ii) have some features in common: productivity and welfare always go up with $\alpha$; all variables move monotonically with $\alpha$; and the ordering of the curves by $\theta$ does not change with $\alpha$.

Now consider case (iii), the monetary economy. Looking at Figure 9 compared to 7 and 8, there is a lot more going on – e.g., monetary equilibria only exist for $\alpha$ above a threshold, and output can be nonmonotone, although welfare is still monotone increasing, in $\alpha$. Also, there are now partial and full sales, and should be expected, for the following reasons. For monetary equilibria to exist credit has to be tight enough that without money there are not full sales in all meetings. Then money can be valued, but there must still be some partial sales because $\nu > 0$ implies buyers must be constrained with positive probability (basically, by the envelope theorem). At the same time, if $\nu$ is not too big there will also be some full sales. Hence, monetary equilibria tend to have both.

6.2 Fiscal Policy

Now consider taxation. While there are various experiments one could run, Figure 10 plots the usual slate of variables in steady state against $\tau_k$, ranging from the calibrated $\tau_k = 0.25$ down to large negative values. Capital taxation has big effects on the standard macro variables, as is true in most models (e.g., McGrattan et al. 1997). Interestingly, $\tau_k$ hardly matters for reallocation, in the sense that the P and R shares are flat; thus, the absolute amount of reallocation changes a lot, but the R share is approximately constant as investment moves with $\tau_k$. We do see a noticeable impact on money demand, presumably because reallocating capital is less lucrative, and hence liquidity is less important, when the income is more heavily taxed.

In Figure 10 any impact of changing $\tau_k$ on public revenue is made up by adjusting the lump sum tax $T$. That is perhaps not very realistic, but still an interesting exercise. To pursue it further, recall from the theoretical analysis that (26) gives the $\tau_k^*$ that supports the first best in steady state, for any $\theta$, when other fiscal and monetary distortions are elimi-
nated by setting \( \tau_h = 0 \) and letting \( \iota \to 0 \). Putting numbers on it, for \( \theta = (0.25, 0.5, 0.75, 1) \) the optimal subsidy (i.e., \(-\tau_k^*\)) in percentage terms is \( (1.64, 3.33, 5.08, 6.88) \). Higher \( \theta \) implies a bigger subsidy because there is a bigger holdup problem when selling capital in the DM, yet even at \( \theta = 1 \) it is less than 10%.

In addition to using the lump sum \( T \) to sterilize changes in \( \tau_k \), the above experiment concerns fully optimal policy, with \( \tau_h = 0 \) and \( \iota \to 0 \). Consider instead the subsidy that maximizes steady-state welfare at the calibrated values of \( \tau_h \) and \( \iota \). Ignoring \( \theta = 0 \) (there is no monetary equilibrium at \( \theta = 0 \) when \( \iota > 0 \)), for \( \theta = (0.25, 0.50, 0.75) \) the optimal subsidy is \(-\tau_k^* = (44.5, 48.5, 50.0)\).\(^{27}\) One thing we learn from these exercises is that \( \theta \) matters. Pursuing the implications further would be interesting, perhaps by solving a Ramsey tax problem. Aruoba and Chugh (2010) show that solutions to these problems change qualitatively and quantitatively when liquidity is modeled with better micro foundations, and it may be worth checking how that plays out with capital reallocation.

### 6.3 Persistent Shocks

The firm-specific shocks used above were i.i.d. Now, suppose \( \varepsilon \) can be decomposed into a persistent component \( a \) and a transient component \( \epsilon \):

\[
\log \varepsilon = \log a + \log \epsilon.
\]

Assume \( a \in \{1-x, 1+x\} \), with \( x \in [0,1) \), so \( a \) is a two-state Markov process. Also assume \( \log \epsilon \) is independent of \( \log a \) and i.i.d. normal. The generalization to an \( N \)-state process is straightforward, in principle, but computationally more intense (and it is already intense because of numerical integration). Firms' \( (k, z) \) choices in the CM now depend on their persistent component \( a \). Hence, we lose the degeneracy of the \( (k, z) \) distribution at the close of the CM but maintain history independence (i.e., Lemma 2 holds for each \( a \)).

We are interested in the impact of \( x \), measuring the gap between high and low \( a \). To this end, we keep all other parameters the same and use a switching probability \( 1 - p \) to get a stationary distribution where half of the firms have \( a = 1 - x \) and half have \( a = 1 + x \). In particular, we set \( p = 0.75 \) and vary \( x \) without changing average productivity,

---

\(^{27}\)These numbers are much larger than the previous experiment in part because they involve steady state comparisons, while the ones above take into account dynamics.
but increasing the difference between high and low \(a\) firms. Results are shown in Figure 11, where the horizontal axis is the productivity gap, \(2x\). Notice that some of these charts differ from earlier experiments: since there is firm heterogeneity in the CM, we show capital, cash, and cash/output for both high and low productivity firms.

Table 9: Business Cycle Statistics with Persistent Idiosyncratic Shocks

<table>
<thead>
<tr>
<th></th>
<th>Data</th>
<th>SD</th>
<th>(A) and (x_q)</th>
<th>(A) only</th>
<th>Corr with output</th>
<th>Data</th>
<th>SD</th>
<th>(A) and (x_q)</th>
<th>(A) only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>1.90</td>
<td>1.90</td>
<td>1.90</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Consumption</td>
<td>0.63</td>
<td>0.49</td>
<td>0.60</td>
<td>0.91</td>
<td>0.93</td>
<td>0.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investment</td>
<td>3.74</td>
<td>3.53</td>
<td>3.05</td>
<td>0.86</td>
<td>0.99</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td>0.74</td>
<td>0.58</td>
<td>0.45</td>
<td>0.90</td>
<td>0.95</td>
<td>0.95</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TFP</td>
<td>0.62</td>
<td>0.72</td>
<td>0.80</td>
<td>0.79</td>
<td>0.99</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R share</td>
<td>5.88</td>
<td>5.88</td>
<td>0.68</td>
<td>0.64</td>
<td>0.71</td>
<td>-0.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P share</td>
<td>8.68</td>
<td>3.68</td>
<td>0.36</td>
<td>-0.53</td>
<td>-0.69</td>
<td>-0.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inflation</td>
<td>1.93</td>
<td>2.66</td>
<td>0.10</td>
<td>0.35</td>
<td>0.62</td>
<td>-0.78</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: SD is standard deviation relative to output's, except for output itself.

Consider first the impact on aggregate variables. At the benchmark \(\theta = 0.5\), as \(x\) increases, output, investment and employment all increase, capturing the option value of reallocation: because firms with low productivity can sell their \(k\) to high productivity firms, albeit in a frictional market, more dispersion is good. This is similar to the classic result in rudimentary job search theory that more more wage dispersion is good for those seeking employment. The effects are sizable: \(Y\) increases about 0.4% if we change \(x\) from 0 to 0.025, which means average productivity of the high \(a\) firms is 5% higher than low \(a\) firms. If \(\theta\) is higher, macro aggregates can be nonmonotone, as higher \(\theta\) reduces sellers’ DM surplus and hence reduces this option value effect.

As \(x\) increases, capital goes up for high \(a\) firms and down for low \(a\) firms, naturally. As for money holdings, higher \(x\) can increase or decrease it for both high and low \(a\) firms, depending on \(\theta\). There are counteracting effects. On the one hand, low \(a\) firms hold less capital, so buyers are less likely to be constrained, which reduces money demand. On the other hand, high \(a\) firms hold more capital, making buyers more likely to be constrained, which increases money demand. If \(\theta\) is low (high) the former (latter) effect dominates. In
aggregate, total money demand may increase or decrease with $x$.

The above results concern levels. Table 9 shows how the introduction of a gap affects second moments over the cycle, where we recalibrate parameters to hit the steady-state targets and the volatilities of output and reallocation. Comparing this to Section 5.3, for the standard macro variables the statistics do not depend a lot on $x$. Moreover, the conclusions about reallocation continue to hold: the version with only $A$ shocks fails to account for reallocation dynamics, while the version that also has $\chi_q$ shocks does well. Hence the main findings are robust to adding persistence in firm-specific productivity.

This is reminiscent of Rios-Rull (1996). He asks how results in models like Kydland and Prescott (1982) change when one incorporates realistic life cycles, rather than representative agents. His answer is that the responses of aggregate variables to aggregate shocks do not change much, which is convenient, because representative-agent economies are much easier to solve. But note that life-cycle economies generate more than aggregate statistics – e.g., cross sections due to age heterogeneity – so there are more predictions one could take to the data (Gomme et al. 2004).

Analogously, our model with persistent shocks generates aggregate statistics that are similar to the i.i.d. case, which is convenient, because the latter is much easier to solve. But it also generates more statistics – e.g., cross sections of money and capital. In principle, one could try to match the distribution of $(k, z)$ across firms and study how it varies over the cycle. We looked at that, but in-depth analysis is relegated to future work mainly because it seems be important to go beyond a two-state Markov process for the persistent component. The two-state version generates a two-point distribution for $(k, z)$ at the end of the CM, and while that spreads out endogenously after DM trade, the result tends to be bimodal. An $N$-state version seems promising, if computationally intense.

7 Conclusion

This paper developed a model consistent with empirical relationships related to different types of capital reallocation and inflation. Theory predicts higher inflation lowers liquidity, which decreases (increases) full (partial) sales. This captures long-run patterns in the data. With credit shocks, easier credit reduces the demand for money, increasing inflation
in the short run while increasing (decreasing) full (partial) sales. This captures business-cycle patterns in the data. The framework also provides insights into how bargaining, search efficiency and fiscal policy affect reallocation and other variables. Additionally, it allows us to study how persistence in idiosyncratic shocks affects capital and liquidity positions.

The model yields analytic results on existence, uniqueness and comparative statics, and is not hard to calibrate. This suggests there may be other applications for the framework in future work. A potentially useful extension is to allow persistent firm-specific shocks to follow a more general process to study the distribution of money and capital across firms. Another is to model heterogeneity in types or vintages of capital, where partial sales may arise not only due to liquidity, but because a buyer wants some but not all types of a seller’s capital. Another possibility is to consider firms selling off capital to raise cash, which does not happen here, but could be incorporated. Abstracting from such interesting ideas, we have left much scope for additional research.
Appendix A: More on Data

Financial data are from the Flow of Funds Accounts (Z1 Report of the Federal Reserve Board). We use the Coded Table released on December 8, 2016; new editions may use different coding, so one should take that into account. Total business (corporate and non-corporate) debt in nominal terms is the sum of Debt Securities (Table F.102, item 30) and Loans (Table F.102, item 34), with the GDP implicit price deflator (Table 1.1.9 in NIPA) used to put this in 2009 dollars. Aggregate consumption and investment in 2009 dollars are from Table 1.1.3 in NIPA, excluding residential investment, consumer durables, government expenditures and net exports. The AAA corporate (nominal) bond yield and (CPI) inflation are from FRED at the St. Louis Fed.

For capital reallocation, COMPUSTAT (North America) contains useful information on ownership changes of productive assets starting in 1971. We measure capital reallocation by sales of property, plant and equipment (SPPE, data item 107 with combined data code entries excluded), plus full buyouts (AQC, data item 129 with combined data code entries excluded) from 1971 to 2018. We also use capital spending (CAPX, data item 128). Since capital spending in COMPUSTAT excludes full sales, the level of capital expenditures of each firm is calculated as the sum of AQC and CAPX. Finally, we mention for the empirical work on micro data in Section 2, industries are excluded with standard industry classification (SIC) codes below 1000 (agriculture, forestry and fishing), above 9000 (public and non-classified), and between 6000 and 6500 (financial).

Appendix B: Proofs

Proof of Proposition 1. Clearly, either the constraints on \( p \) and \( d \) both bind or they are both slack. Suppose they bind, and consider solving (12) ignoring the constraint on \( q \). The Kalai condition \( (1 - \theta) S^b(s, \bar{s}) = \theta S^s(\bar{s}, s) \) yields \( q = Q \). If \( Q < \tilde{k} \) then the true (i.e., constrained) solution is \( q = Q \) and the constraints on \( p \) and \( d \) at equality, which is case (i). If \( Q > \tilde{k} \) then the true solution is \( q = \tilde{k} \) and the Kalai condition gives the total payment, which is case (ii). Finally, the threshold in (13) comes from rearranging \( Q < \tilde{k} \).

Proof of Proposition 2. Consider the IS curve. If \( L \leq L \equiv (1 - \theta) v_L \), the integral in (23)
is 0, and
\[ B = \overline{B} = \frac{r + \delta}{(1 - \tau_k) E \varepsilon + (1 - \delta) \chi_k}. \]

The IS curve is decreasing and \( B \to \overline{B} \) as \( L \to \infty \), where
\[ \overline{B} \equiv \frac{r + \delta}{(1 - \tau_k) \left[ E \varepsilon + \alpha (1 - \theta) \int_{\varepsilon < \tilde{\varepsilon}} (\tilde{\varepsilon} - \varepsilon) dF(\tilde{\varepsilon}) dF(\varepsilon) \right]}. \]

Intuitively, if \( L \) is larger the liquidity constraint is looser and opportunities for resale are better, so firms invest in more \( k \) even if the benefit from production \( B \) is low.

Now consider LM. If \( L \leq \underline{L} \), buyers are constrained in all transactions and \( B = \underline{B} \) where \( \underline{B} \) solves
\[ \nu = \int_{\varepsilon > \tilde{\varepsilon}} \frac{\alpha B \theta (1 - \tau_k) (\varepsilon - \tilde{\varepsilon})}{\Delta (\varepsilon, \tilde{\varepsilon})} dF(\tilde{\varepsilon}) dF(\varepsilon). \]

Notice that \( \underline{B} \) increases with \( \nu \) and \( B = 0 \) at \( \nu = 0 \). As \( L \) increases, buyers become less constrained. To make them willing to hold money it must be that the benefit \( B \) from reallocation is higher. Notice \( B \to \infty \) as \( L \to \overline{L} \), where \( \overline{L} \) solves
\[ \nu = \int_{s_1(\overline{L})} \frac{\alpha \theta (\varepsilon - \tilde{\varepsilon})}{(1 - \theta) \varepsilon + \theta \tilde{\varepsilon}} dF(\tilde{\varepsilon}) dF(\varepsilon). \]

This implies that when a monetary steady state exists, it uniquely pins down \( B \) and \( L \), and they uniquely determine \( w \) and \( Z/K \). It remains to show \( K \) is unique. By the definition of \( J(L, w) \) and (23), \( J(L, w) B(w) \geq (r + \delta) / (1 - \tau_k) > r \). Then there is a unique \( K > 0 \) solving (25), finishing the uniqueness result. Existence is standard in this kind of model (e.g., see Gu and Wright 2016), so the details are omitted.

**Proof of Proposition 3.** We solve the planner problem given the DM frictions. First note that in the CM labor should be allocated to firms according to
\[ h^*(k, \varepsilon) = \left[ \frac{\eta \mu'(\varepsilon)}{\xi} \right]^{\frac{1}{1-\eta}} A \varepsilon k. \tag{27} \]

Aggregating across firms gives total hours, and \( h \leq 1 \) is assumed slack. Also, when two firms meet in the DM the higher \( \varepsilon \) firm should get all the capital. Given these observations, consider a planner choosing a path for \( k \) to maximize utility of the representative agent, subject to an initial \( k_0 \) and resource feasibility after government takes \( G_t \) units of \( x \). Assuming \( \varepsilon \) is i.i.d., for simplicity, \( \kappa \) is the same for all agents in the CM.
Then the problem can be written

\[
W^*(k_0) = \max_{k_{t+1}} \sum_{t=0}^{\infty} \beta^t [u(c_t) - \xi h_t]
\]  

\[
st c_t = y_t + (1 - \delta) k_t - G_t - k_{t+1}
\]  

\[
y_t = (1 - \alpha) \int_0^{\infty} (A \hat{x} k_t)^{1-\eta} h^*(k_t, \hat{x})^\eta dF(\hat{x})
\]  

\[
+ \alpha \int_{\hat{x} > \hat{x}} (A \hat{x} 2 k_t)^{1-\eta} h^*(2k_t, \hat{x})^\eta dF(\hat{x}) dF(\hat{x})
\]

where output $y_t$ includes production by the $1 - \alpha$ measure of firms that did not have a DM meeting, the $\alpha$ measure that had a meeting and increased $k$, plus the $\alpha$ measure that had a meeting and decreased $k$. Routine methods yield the Euler equation

\[
r_t + \delta = (1 - \alpha) \int_0^{\infty} (1 - \eta) (A \hat{x})^{1-\eta} \left[ \frac{h^*(k_{t+1}, \hat{x})}{k_{t+1}} \right]^\eta dF(\hat{x})
\]  

\[
+ 2\alpha \int_{\hat{x} > \hat{x}} (1 - \eta) (A \hat{x})^{1-\eta} \left[ \frac{h^*(2k_{t+1}, \hat{x})}{2k_{t+1}} \right]^\eta dF(\hat{x}) dF(\hat{x})
\]

where $r_t$ satisfies $1 + r_t = u'(c_t) / \beta u'(c_{t+1})$.

Next, use (27) to write

\[
r_t + \delta = (1 - \eta) A \left[ \frac{\eta u'(c_{t+1})}{\xi} \right]^{\frac{1}{1-\eta}} \left[ \int_0^{\infty} \hat{x} dF(\hat{x}) + \alpha \int_{\hat{x} < \hat{x}} (\hat{x} - \hat{x}) dF(\hat{x}) dF(\hat{x}) \right].
\]  

Recall that in equilibrium with $\nu \to 0$, transactions are efficient in the DM and the Euler equation for $k_t$ is

\[
r_t + \delta = (1 - \tau_k) B(w_{t+1}) \int_0^{\infty} \hat{x} dF(\hat{x}) + \alpha (1 - \theta) \int_{\hat{x} < \hat{x}} (\hat{x} - \hat{x}) dF(\hat{x}) dF(\hat{x}),
\]

where $1 + r_t = u'(c_t) / \beta u'(c_{t+1})$, $B(w) = (\eta/w)^{\frac{1}{1-\eta}} (1 - \eta) A$ and $u'(c) = \xi / (1 - \tau_h) w$.

Therefore, in equilibrium

\[
r_t + \delta = (1 - \eta) (1 - \tau_k) A \left[ \frac{\eta (1 - \tau_h) u'(c_{t+1})}{\xi} \right]^{\frac{1}{1-\eta}} \left[ \int_0^{\infty} \hat{x} dF(\hat{x}) + \alpha (1 - \theta) \int_{\hat{x} < \hat{x}} (\hat{x} - \hat{x}) dF(\hat{x}) dF(\hat{x}) \right].
\]

Comparing this with (30), one can see that $\theta > 0$ implies agents do not fully internalize the benefits of investment, so there is under accumulation of capital under under at $\tau_k = \tau_h = 0$. But if $\tau_h = 0$ and $\tau_k$ is given by (26), the first best is achieved. ■
Proof of Proposition 4. (23) defines a unique \( k \) for any \( w \in (w, \bar{w}) \), where

\[
B(w) = \frac{r + \delta}{\mathbb{E} \varepsilon (1 - \tau_k)}, \quad B(\bar{w}) = \frac{r + \delta}{[\mathbb{E} \varepsilon + \alpha (1 - \theta) I_s (\infty)] (1 - \tau_k)}.
\]

Suppose \( \varepsilon \) is bounded away from 0 and \( \infty \). If \( w = w \), any sufficiently large \( K \) solves (23). If \( w = \bar{w} \), any sufficiently small \( K \) solves (23). Also, (25) implies \( w \) is increasing in \( k \). Moreover \( w = 0 \) if \( k = 0 \) and \( k \) is finite if \( w = \bar{w} \). By continuity, there is a steady state. If \( \alpha \) is not too big, the curve defined by (23) is decreasing in \( w \); implying uniqueness.

**Comparative statics wrt \( \iota \):** If \( \theta = 1 \) then

\[
\frac{r + \delta}{B(w) (1 - \tau_k)} = \mathbb{E} \varepsilon + \chi_k \iota; \quad \iota = \int \int \frac{\alpha (\varepsilon - \bar{\varepsilon})}{S_t (L) (1 - \theta) \varepsilon + \theta \bar{\varepsilon} + (1 - \delta) \frac{1 - \chi_q}{1 - \tau_k} B} dF(\bar{\varepsilon}) dF(\varepsilon); \quad (31)
\]

\[
u^{-1} \left[ \frac{\xi}{(1 - \tau_k) w} \right] + G = \left[ \frac{B(w) J(w, L)}{1 - \eta} - \delta \right] K. \quad (32)
\]

Hence \( B(w) \) is uniquely determined by (31), which determines \( w \) and \( c \). Then, \( L \) is determined by (32). If \( \iota \) increases, both \( B \) and \( L \) decrease. Therefore, \( w \) increases and \( \Phi \) increases if \( \theta \) is not too small. Moreover, if \( \chi_k = 0 \) then \( B(w) \) is constant and \( J(w, L) \) decreases. To see this, first rewrite

\[
J(L, w) \equiv \int \varepsilon dF(\varepsilon) + \int \alpha \int (\varepsilon - \bar{\varepsilon}) \min \left\{ 1, \frac{Z + \chi_0}{\Delta (\varepsilon, \bar{\varepsilon}) K} \right\} dF(\varepsilon) dF(\bar{\varepsilon}). \quad (34)
\]

Recall \( \Delta (\varepsilon, \bar{\varepsilon}) \) involves only \( B \) and hence does not change. Therefore, \( J(L, w) \) decreases if \( L \) decreases because

\[
L \equiv \frac{(Z + \chi_0) / K - (1 - \delta) (1 - \chi_q)}{(1 - \tau_k) B(w)}.
\]

As a result,

\[
K = \frac{\nu^{-1} \left[ \frac{\xi}{(1 - \tau_k) w} \right] + G}{\frac{B(w) J(w, L)}{1 - \eta} - \delta}
\]

increases, because \( w \) does not change with \( \iota \) and \( J \) decreases. Constant \( w \) implies constant \( c \). Then, higher \( K \) implies a higher \( Y \). Moreover, \( (Z + \chi_0) / K \) decreases with \( \iota \) because \( L \) decreases with \( \iota \) and \( B \) is unchanged. By continuity, \( K \) and \( Y \) increase, \( (Z + \chi_0) / K \) decreases with \( \iota \) if \( \theta \) is close to 1 and \( \chi_k \) not too big.
Comparative statics wrt $\chi_0$: As $\chi_0$ does not affect (31)-(33), $w$, $K$, $Y$ and $L$ stay the same. Therefore $(Z + \chi_0) / K$ is constant. If $\chi_0$ increases, $Z$ decreases.

Comparative statics wrt $\chi_k$: Higher $\chi_k$ shifts the IS curve down and does not affect the LM curve. Hence $B$ and $L$ decrease, so $w$ increases. If $\chi_q = 1$ then $L$ stays constant and $B$ increases. Thus $w$ and $K$ increase. Additionally, $Y$ increases because both $c$ and $K$ increase. By continuity, the same is true if $\chi_q$ is not too small.

Comparative statics wrt $\chi_q$: If $\chi_q$ increases LM shifts down and IS stays the same. Hence $L$ increases and $B$ decreases, $w$ goes up and $\Phi$ increases. If $\theta$ is close to 1, the change in $B$ is close to 0. As a result, $w$ and $c$ are almost unchanged. At the same time, $B(w) J(w, L) / (1 - \eta)$ increases because $L$ increases, so $K$ and $Y$ decrease. Because $L$ increases, so does $\Phi$.

Comparative statics wrt $\tau_k$: This shifts up both LM and IS, so $B(w)$ increases, $L$ increases if $\chi_q$ close to 1, and $w$ decreases. So $\Phi$ increases, and since $\chi_q$ is close to 1, $B(w) J(w, L) / (1 - \eta)$ increases, so $K$, $c$ and $Y$ decrease.

Comparative statics wrt $\tau_h$: This does not change $B$ or $L$, so $w$ and $\Phi$ stay the same, while $c$ decreases. Then $K$ decreases, which implies $Y$ decreases. Also, $Z$ decreases. By continuity, this holds for large $\theta < 1$.

Appendix C: Multiple Liquid Assets

As in Lester et al. (2012), in addition to $z$ there is a long-lived real asset $a$ in fixed supply 1, with CM price $\psi$ and dividend $\rho$. Both $z$ and $a$ are used for DM payments, but we allow general $\chi_z$ and $\chi_a$, and set $\chi_q = 1$ and $\chi_k = 0$ to ease notation. Then

$$W(\Omega, \varepsilon) = \max_{c, h, k, \hat{z}} \left\{ u(c) - \xi h + \beta \mathbb{E}_{t|t} V^+(\hat{a}, \hat{k}, \hat{z}, \hat{\varepsilon}) \right\}$$

subject to

$$\begin{align*}
\Omega &= (1 - \tau_h) B(w) \varepsilon k + (1 - \delta) k + z - d - T + (\psi + \rho) a.
\end{align*}$$

FOCs are

$$\begin{align*}
-\frac{\xi}{(1 - \tau_h) w} + \beta \mathbb{E}_{t|t} \frac{\partial V^+(\hat{a}, \hat{k}, \hat{z}, \hat{\varepsilon})}{\partial \hat{k}} &\leq 0, \quad = 0 \text{ if } \hat{k} > 0 \\
-\frac{\xi}{(1 - \tau_h) w} \frac{\phi}{\phi_+} + \beta \mathbb{E}_{t|t} \frac{\partial V^+(\hat{a}, \hat{k}, \hat{z}, \hat{\varepsilon})}{\partial \hat{z}} &\leq 0, \quad = 0 \text{ if } \hat{z} > 0 \\
-\frac{\xi}{(1 - \tau_h) w} \psi + \beta \mathbb{E}_{t|t} \frac{\partial V^+(\hat{a}, \hat{k}, \hat{z}, \hat{\varepsilon})}{\partial \hat{\varepsilon}} &\leq 0, \quad = 0 \text{ if } \hat{\varepsilon} > 0.
\end{align*}$$
In the DM there are three types of meetings: with probability $\alpha_1$ only $z$ is accepted; with probability $\alpha_2$ only $a$ is accepted, and with probability $\alpha_3$ both are accepted. Emulating the methods in the text, we arrive at

$$r + \frac{\delta}{B(w)(1 - \tau_k)} = \mathbb{E}\varepsilon + (1 - \theta) [\alpha_1 I_s(L_1) + \alpha_2 I_a(L_2) + \alpha_3 I_s(L_3)].$$

$$t = \alpha_1 \chi_z \lambda(L_1) + \alpha_3 \chi_z \lambda(L_1 + L_2)$$

$$rZ_a = (1 + r) \chi_a \rho + \beta Z_a \chi_a [\alpha_2 \lambda(L_2) + \alpha_3 \lambda(L_1 + L_2)]$$

where $Z_a = (\rho + \psi) \chi_a$,

$$\lambda(L) \equiv \int_{S_i(L)} \frac{\alpha \theta (\varepsilon - \bar{\varepsilon}) dF(\varepsilon)dF(\bar{\varepsilon})}{(1 - \theta)\varepsilon + \theta \bar{\varepsilon}}, \quad L_1 \equiv \frac{\lambda \chi Z}{(1 - \tau_k)B(w)K}, \quad L_2 \equiv \frac{\chi \lambda \chi Z}{(1 - \tau_k)B(w)K},$$

Here $L_1$ and $L_2$ are liquidity per unit of effective capital. This determines the fraction of unconstrained meetings and the fraction of capital traded in constrained meetings. If $\theta = 1$, $B$ is constant and $L_1$ and $L_2$ are proportional to the per capital liquidity.

$$t = \chi_z [\alpha_1 \lambda(L_1) + \alpha_3 \lambda(L_1 + L_2)]$$

$$r = C + \chi_a [\alpha_2 \lambda(L_2) + \alpha_3 \lambda(L_1 + L_2)],$$

where $C = (1 + r) \chi_a \rho/(1 - \tau_k)B(w)KL$. If $\rho$ is close to 0 so are $\partial C/\partial L_2$ and $\partial C/\partial L_2$.

Because $\lambda' < 0$, we have

$$\frac{dL_1}{dt} \approx \frac{\partial C}{\partial L_2} + \chi_a [\alpha_2 \lambda'(L_2) + \alpha_3 \lambda'(L_1 + L_2)] < 0$$

$$\frac{dL_2}{dt} \approx \frac{\partial C}{\partial L_1} - \chi_a \alpha_3 \lambda'(L_1 + L_2) > 0.$$ 

Therefore, if $\rho$ is not too big

$$\frac{d(L_1 + L_2)}{dt} \approx \chi_a \alpha_2 \lambda'(L_2) + \frac{dC}{L_2} - \frac{\partial C}{\partial L_1} < 0.$$ 

As $t$ increases, liquidity per productive unit of $k$ falls. By continuity, if $\theta < 1$ is not too small and $\rho > 0$ is not too big the same result holds. Exactly as suggested by Wallace (1980), inflation reduces total liquidity even if it directly taxes only $z$, and not $a$, due to general equilibrium effects as agents try to move out of $z$ and into $a$. 43
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Figure 1: Reallocation and the Cost of Liquidity

Figure 2: Debt, Investment and Reallocation

Note: shaded areas denote NBER recession dates.
Figure 6: The Long-Run Effects of Inflation

Note: The vertical lines divide non-monetary (left) and monetary (right) regions. For output, investment, consumption, productivity, and welfare, the corresponding levels in the economy with no reallocation are used as the normalization.
Figure 7: Long-run Effects of Search Frictions with Perfect Credit

Note: For output, investment, consumption, productivity, and welfare, the corresponding levels in the economy with no reallocation are used as the normalization.
Figure 8: Long-run Effects of Search Frictions with Imperfect Credit and No Money

Note: For output, investment, consumption, productivity, and welfare, the corresponding levels in the economy with no reallocation are used as the normalization.
Figure 9: Long-run Effects of Search Frictions with Money

Note: The vertical lines divide non-monetary (right) and monetary (left) regions. For output, investment, consumption, productivity, and welfare, the corresponding levels in the economy with no reallocation are used as the normalization.
Figure 10: Long Run Effect of Capital Tax With Money
Figure 11: Effect of Differences in Persistent Component of Productivity