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- A statistic is a way of capturing distributions by a single number.
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- Certainty equivalent.
- Let $L^{\infty}$ be the set of all bounded random variables.
- A statistic is a map $\Phi: I^{\infty} \rightarrow \mathbb{R}$ such that
- It is monotone if $X \geq_{1} Y$ implies $\Phi(X) \geq \Phi(Y)$.
- Equivalently: it is monotone if $X \geq Y$ implies $\Phi(X) \geq \Phi(Y)$.
- A statistic is additive if $\Phi(X+Y)=\Phi(X)+\Phi(Y)$ whenever $X$ and $Y$ are independent.
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- Pomatto, Strack, Tamuz (2019): If $\mathbb{E}[X]>\mathbb{E}[Y]$ then $X+R \geq_{1} Y+R$ for some independent $R$.
- Under what conditions on $X, Y$ is there a bounded independent r.v. $R$ such that $X+R \geq_{1} Y+R$ ?
- If $S_{a}(X)<S_{a}(Y)$ for some $a$ this is impossible, since
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- We will find an $R$ with pdf $h$ such that $G * h \geq F * h$.
- Let $h(x)=\mathrm{e}^{-x^{2} / 2 V}$. Then
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[(G-F) * h](y)=\int_{-N}^{N}[G(x)-F(x)] \cdot h(y-x) \mathrm{d} x
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## Proposition

The axioms imply that $\succ$ is represented by some monotone additive statistic.

- $\Phi$ is the average of CARA certainty equivalents $S_{a}(X)=\frac{1}{a} \log \mathbb{E}\left[\mathrm{e}^{a X}\right]$.


## Monotone Additive Costs of Blackwell Experiments

- Binary state of the world $\theta \in\{0,1\}$.
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- We say that it is bounded if $\log \frac{\mathrm{d} \mu_{0}}{\mathrm{~d} \mu_{1}}$ is bounded.
- The collection of bounded experiments is $\mathcal{B}$.
- The Blackwell order cantures a strong sense of when one experiment is more informative than another.
- The product experiment $\mu \otimes \nu$ is given by $\left(\mu_{0} \times \nu_{0}, \mu_{1} \times \nu_{1}\right)$.
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## Theorem (Mu, Pomatto, Strack, Tamuz (2020))

Every monotone additive cost is a weighted sum of the KL-divergences and the Rényi divergences.

