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Abstract

This paper studies the impact of mergers and acquisitions (M&A) at the micro and

macro levels. A negative size-volatility relationship implies that merger-induced growth

lowers firm-level volatility. We demonstrate this relationship is characterized by the linear

combination of log-log and log-linear functions, where the latter arises from variable markups

and suggests that volatility declines disproportionately with firm size. At the aggregate level,

mergers increase market concentration and amplify granular fluctuations. Thus, aggregate

volatility rises despite the fall in post-merger firm-level volatility. Counterfactual analysis

using a quantitative model of mergers indicates that domestic mergers increase aggregate

volatility by 3.7 to 9.3%.
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1 Introduction

What are the effects of mergers and acquisitions (M&A) at the micro and macro levels? Mergers

affect individual firms involved in the deals, their industries, and the aggregate economy. Firm-

level productivity gains through mergers have a direct impact on aggregate productivity, and

the reallocation of resources from less to more productive firms also raises productivity and

growth at the economy-wide level (e.g., Xu, 2017; Dimopoulos and Sacchetto, 2017; David,

2020). At the same time, mergers may affect the volatility of firms and generate firm dynamics

that influence aggregate fluctuations.1 In this paper, we investigate the impact of mergers on

this second moment of firm-level and aggregate growth.

Mergers create larger firms, and an inverse size-volatility relationship (e.g., Sutton, 2002; Ko-

ren and Tenreyro, 2013; Yeh, 2021) implies that at the micro-level, the volatility of sales growth

declines for the individual acquirer firm after the merger event. However, at the aggregate level,

the share of large firms rises as a result of mergers and the firm-size distribution becomes more

fat tailed. As demonstrated by Gabaix (2011), in a granular economy, the idiosyncratic shocks

of large firms contribute significantly to the macroeconomic fluctuations observed. Therefore,

even though mergers lower firm-level volatility, they also amplify granular fluctuations and in

fact increase aggregate volatility.

To derive this result, we focus on the role of individual firm size and changes to the aggregate

firm-size distribution. We develop a quantitative multi-sector model of horizontal mergers in

a granular economy.2 The model employs the nested constant-elasticity-of-substitution (CES)

demand structure, where within each sector, there is a discrete number of heterogeneous firms

producing differentiated varieties (Atkeson and Burstein, 2008). Entrants pay a sunk entry cost

to make productivity draws from an initial distribution, and production requires the payment

of variable and fixed costs. In the merger market, firms conduct costly search as acquirers

and targets within their industry (David, 2020). For each pair of acquirer and target firms, a

merger technology function determines the productivity of the merged entity (i.e., post-merger

acquirer). Firms face idiosyncratic productivity shocks after the merger market closes, which

generate fluctuations in aggregate output growth.

We first show theoretically that there is a negative size-volatility relationship at the firm

level, which implies that merger-induced firm growth reduces the volatility of the post-merger

acquirer. Our model features oligopolistic competition, where firms command strategic market

power and internalize the effects of their pricing decisions on the sectoral price index (e.g.,

Bernard et al., 2018; Parenti, 2018). Hence, they charge variable markups and this results in

the incomplete pass-through of shocks to prices (Atkeson and Burstein, 2008; Burstein et al.,

2020). The inverse relationship between firm size and volatility is generated as larger firms have

1Firm dynamics from entry and exit have been shown to amplify productivity shocks and play an important
role in shaping the business cycle. For example, see Clementi and Palazzo (2016), Lee and Mukoyama (2018),
and Carvalho and Grassi (2019).

2Throughout this paper, we focus on horizontal mergers in the domestic economy. We rely on the Danish
register data for our empirical and quantitative analysis, and in Denmark, domestic horizontal mergers account
for the majority of deals (see Appendix Figure A.2 and Section 3).
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lower pass-through and their sales are less sensitive to shocks. We find that the relation between

this strategic market power effect on volatility and firm size is well-approximated by a log-linear

function. This novel result contrasts with the log-log relationship that has been utilized in the

prior literature (e.g., Stanley et al., 1996; Sutton, 2002). While the log-log relationship implies

that volatility falls proportionally with firm size, the log-linear relationship gives an alternative

prediction that volatility decreases disproportionately more for large firms. We introduce the

former into the model by assuming that the variance of shocks declines with size, whereas

the latter arises from firms’ strategic market power and variable markups. Thus, the firm

size-volatility relationship is characterized by the linear combination of log-log and log-linear

functions. Importantly, we show that the log-linear component dominates when market shares

are high and volatility decays more rapidly than the rate suggested by the log-log function.

This finding has implications for aggregate volatility in general. Here, it is especially critical

for quantifying the impact of mergers, given that large firms are often involved.

Mergers also affect the aggregate economy through changes in market conditions. Using

our theoretical framework, we decompose the impact of mergers on volatility into an extensive

and intensive margin. Aggregate volatility, measured by the standard deviation of total out-

put growth, is increasing in market concentration. At the extensive margin, the larger, more

productive firms created by mergers intensify market competition. For a given productivity

distribution, selection effects drive less productive firms out of the market and the cutoff pro-

ductivity level increases. In a discrete setting, the market shares of firms that are forced to

exit are distributed among the surviving firms. This in turn raises market concentration and

aggregate volatility. At the intensive margin, for a given productivity threshold, the firm-size

distribution shifts to become more fat tailed. Compared to the initial (i.e., pre-merger) pro-

ductivity distribution, the post-merger distribution has more mass in its right tail. Because the

shocks of large firms have greater influence on total output, mergers amplify granular fluctua-

tions and this intensive margin also contributes to a more concentrated and volatile economy.

However, this is mitigated by the decline in firm-level volatility of post-merger acquirers. Both

channels at the micro level (i.e., the variance of shocks and variable markups) serve to dampen

the effects of mergers at the macro level.

Using detailed register data for the country of Denmark, we provide empirical evidence for

our model and quantify the effects of mergers. Large firms dominate economic activity around

the world, and Denmark is no exception. The top 50 and 100 firms account for roughly one-

quarter and one-third of total domestic sales, respectively (see Appendix Figure A.1), which is

very similar to a large country like the US (Gabaix, 2011). The rise in large firms may in part

be attributed to M&A deals. Globally, the number of M&A transactions has risen steadily,

reaching record levels in 2015 with so-called “mega-deals” between some of the world’s biggest

companies.3 From the Danish data, we find that 70% of the top 100 firms in the year 2015

completed at least one M&A deal as an acquirer in the last twenty years.

Empirically, we employ the universe of firms in Denmark from the register data to examine

3For example, see https://archive.annual-report.thomsonreuters.com/2015/articles/

2015-year-of-the-mega-deal.html. Appendix Figure A.2 also shows the rise in M&A deals in Denmark.
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the firm size-volatility relationship. First, we estimate the traditional log-log relationship be-

tween volatility and firm size (e.g., Koren and Tenreyro, 2013; Yeh, 2021). Both cross-sectional

and panel regressions confirm that there is a negative relationship, where the latter specifica-

tion includes firm fixed effects. Based on our theory, (log) volatility is characterized by the

linear combination of log-log and log-linear functions. Thus, we also estimate a specification

with firm size in both logs and levels. Both coefficients are negative, though the log term is

more precisely estimated. While this might seem to imply a lack of importance for the role

of variable markups, the fact that there are few large firms and many small firms means that

the fit of the regression will favor the log-log relationship. As an alternative approach, we bin

firms into deciles by size and run a set of log-log regressions where we progressively drop the

smallest decile. A striking pattern emerges. As larger and larger firms remain in the sample, the

magnitude of the estimated coefficient in the log-log regression monotonically increases. This

is precisely what strategic market power and the implied log-linear component predict.

We calibrate the model’s parameters by targeting key moments in the Danish data with re-

gards to the firm-size distribution and domestic M&A activity. The data includes not only firm

identifiers, but also unique establishment identifiers that can be tracked over time. Hence, the

change in an establishment’s firm identifier to that of an existing firm indicates the sale of own-

ership and a merger deal (Smeets et al., 2016). We employ a sample of 3,575 horizontal mergers

from 1993 to 2015. In the model, a stationary condition is imposed that links the pre-merger

and post-merger productivity distributions. By assuming that the post-merger distribution is

Pareto, this allows us to back out the counterfactual pre-merger distribution.

Comparing the benchmark economy with mergers to a counterfactual economy without

mergers, we find that domestic M&A increase the granularity of the economy and thus, aggregate

volatility. With constant markups, aggregate volatility rises by 4.4% under the assumption of

independently and identically distributed (i.i.d.) shocks, and 3.7% under the assumption that

the variance of shocks declines with firm size. A decomposition reveals that the intensive

margin, i.e., due to the shift in productivity distribution, accounts for the majority of the

total effect. Alternatively, in a multi-sector economy with variable markups, mergers increase

volatility by 9.3 to 12.4%. To quantify the contribution of variable markups and incomplete

pass-through, we consider a hypothetical scenario of the multi-sector economy where firms

charge constant markups and shocks have complete pass-through to prices. Shutting down

the channel of variable markups overestimates aggregate volatility by almost 50%. Therefore,

even though the regression analysis cannot inform us of the importance of variable markups,

our counterfactual exercises demonstrate that their quantitative effects are indeed economically

significant. The contribution of variable markups in mitigating the impact of large firms created

through mergers is larger compared to the dampening effect of heterogeneous shocks. Moreover,

they also explain the heterogeneity of outcomes observed across sectors. Our results under the

settings of constant and variable markups may be interpreted as lower and upper bounds for

the impact of mergers on aggregate volatility, depending on the degree of firms’ market power.
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1.1 Literature review

The results of this paper extend several lines of research in the prior literature. Most broadly, our

work relates to a large literature that studies business cycles and macroeconomic fluctuations.

Business cycles may arise from aggregate shocks to supply or demand, or sectoral shocks which

propagate through the economy.4 A growing strand of literature examines the contribution of

shocks at the even more disaggregate firm level. In seminal work, Gabaix (2011) establishes

the key result that in a granular economy with a fat-tailed firm-size distribution which follows

Zipf’s law, the law of large numbers does not apply and firm-level shocks do not cancel out.

Studies show that these micro-level shocks contribute substantially to macro-level fluctuations

(e.g., Gabaix, 2011; di Giovanni et al., 2014; Magerman et al., 2016).5

Our paper examines an important channel for the creation of large firms and the rise in

granular fluctuations, namely, mergers and acquisitions. By investigating the origins of large

firms, our research contributes to a further understanding of the fundamental driving forces

behind business cycles. Related work by di Giovanni and Levchenko (2012) examines inter-

national trade as an alternative channel for generating a more fat-tailed firm-size distribution

and increasing aggregate volatility. While we focus on the domestic market, an extension of

our model with trade would amplify the effects of mergers. The results of Carvalho and Grassi

(2019) indicate that large firm dynamics at the extensive margin are influential in shaping

business cycles. Furthermore, the largest firms in the world are typically multinationals, and

di Giovanni et al. (2018) demonstrate that their shocks propagate at an international scale and

drive the comovement of business cycles globally. This suggests that cross-border M&A may

have similar effects to the ones studied in our paper.

Our paper also adds to the literature that studies the economic implications of M&A. At the

micro-level, mergers may be viewed as a capital reallocation process that increases productive

efficiency (e.g., Jovanovic and Rousseau, 2008; Maksimovic et al., 2011), and case studies of

various industries show that mergers may generate pro-competitive outcomes as a result of

these efficiency gains (e.g., Ashenfelter et al. (2015), Sheen (2014), Braguinsky et al. (2015),

see also Eckbo (2014) for a survey). Such gains arising from horizontal mergers often come at

the expense of lower competition and a rise in market concentration (e.g., Williamson, 1968).

Antitrust authorities that screen M&A deals often rely on changes in the Herfindahl-Hirschman

index (HHI) as an indicator for their effects on competition (e.g., Whinston, 2007; Asker and

Nocke, 2021). However, aggregate volatility is also a function of market concentration. Besides

potential welfare loss from anti-competitive effects, mergers generate additional costs as the

result of a more volatile economy.

Our work is closely related to recent studies that examine the macroeconomic implications of

4For instance, economies face aggregate shocks to technology, total factor productivity, as well as fiscal shocks
from changes in government policy (e.g., Kydland and Prescott, 1982; Long and Plosser, 1983; Greenwood et al.,
1988; Rotemberg and Woodford, 1992). Sector linkages imply that sector-specific shocks can play an important
role in generating aggregate fluctuations (e.g., Stockman, 1988; Horvath, 1998, 2000; Acemoglu et al., 2012).

5The role of granular forces has also been studied in relation to comparative advantage in international trade
(Gaubert and Itskhoki, 2021) and the banking sector (Bremus et al., 2018). Furthermore, Gaubert et al. (2021)
examine welfare and antitrust policy implications from a merger between two firms in oligopoly.
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M&A. For example, David (2020) demonstrates that output and consumption rise not only due

to productivity gains achieved by the consolidation of acquirer and target firms, but also from

the reallocation of resources across firms.6 Similar to our model, Cavenaile et al. (2021) present

a framework of oligopoly in a discrete setting, where firms are either price-setters or price-takers.

They study the role of antitrust policies for firm innovation. In contrast to this prior literature,

we focus on the dynamic implications of mergers in terms of macroeconomic volatility in the

business cycle. Our multi-sector model also takes into account the strategic interactions of firms

to allow for variable (i.e., endogenous) markups. De Loecker and Eeckhout (2021) document a

very strong correlation over time between global M&A activity and aggregate markups, which

suggests that incorporating the channel of variable markups is important in understanding the

impact of mergers.7 While not our main focus, we also find that mergers increase output and

welfare. Hence, countries face a trade-off between efficiency gains that increase (static) welfare

but also greater volatility in their business cycles. This has important implications for policy-

makers when evaluating mergers and antitrust policy. In particular, merger waves imply that

economies have become more susceptible to shocks that hit large firms.8

Lastly, we contribute by providing a micro-foundation for the negative firm size-volatility

relationship, departing from Gibrat’s law for variance. Early work by Stanley et al. (1996)

and Sutton (2002) hypothesize a log-log relationship, and a microfoundation is provided by

Klette and Kortum (2004).9 Koren and Tenreyro (2013) and Yeh (2021) have also assumed and

estimated the log-log functional form, finding varying degrees of departure from Gibrat’s law.

In contrast to this previous work, we demonstrate that the firm size-volatility relationship is

better characterized not by the log-log function itself, but rather, by its linear combination with

the log-linear function. This result is generated from firms’ market power and variable markups,

especially for large firms, and implies that volatility decreases disproportionately with firm size.

We provide empirical evidence consistent with this hypothesis, and also show quantitatively the

significance of this channel in the context of M&A.10

The paper is organized as follows. In Section 2, we present our general equilibrium model of

mergers and discuss implications for firm-level and aggregate volatility. Section 3 describes the

data and investigates the firm size-volatility relationship empirically. In Section 4, we outline our

estimation strategy and present our estimates, as well as results from counterfactuals. Lastly,

Section 5 concludes.

6See also Xu (2017), Dimopoulos and Sacchetto (2017), and Levine (2017) for recent contributions in this
line of research. Similar models of heterogeneous firms with mergers are examined in the context of cross-border
M&A (e.g., Nocke and Yeaple, 2007; Blonigen et al., 2014; Brakman et al., 2018).

7Using data from the Worldscope database, De Loecker and Eeckhout (2021) find that between 1985 and
2016, global M&A increased more than tenfold and the aggregate markup rose by around 30 percentage points.

8For example, merger waves are well-documented in the finance literature, see among others, Harford (2005),
Maksimovic et al. (2013), and Eckbo (2014).

9Gibrat’s law for variance states that the variance of the growth rate is independent of size (Gabaix, 2009).
Klette and Kortum (2004) generate the log-log relationship by modeling innovation and firm growth as a Poisson
process that depends on the firm’s stock of knowledge. Related empirical work by Davis et al. (2006) compares
the volatility of privately held firms to publicly traded companies and finds the former to be considerably larger.
In more recent work, Herskovic et al. (2020) explain the lower variance of large firms with network effects.

10Interestingly, the non-parametric estimation of the firm size-volatility relationship by Yeh (2021) using US
data also shows that volatility falls faster at larger firm sizes. We discuss this further in Section 3.2.
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2 Model

In this section, we present a multi-sector model of heterogeneous firms with horizontal mergers.

We then characterize the equilibrium and discuss the implications of mergers for firm-level and

aggregate volatility. The economy is set in continuous time and has an infinite horizon.

2.1 Preferences

A representative household is assumed to have log utility of consumption and linear disutility of

work.11 The rate of time discount is denoted by ρ, equal to the real interest rate. The household

maximizes utility given labor income and dividends from firms’ profits:

UpY,Lq “ log Y ´ ψL s.t. wL`Π “ PY, (1)

where Y is the final good, L is labor supply, w is the wage, Π is aggregate firm profits, and P

is the aggregate price index. Y aggregates output from N sectors using a CES aggregator:

Y “

«

N
ÿ

k“1

D
1
φ

k Y
φ´1
φ

k

ff

φ
φ´1

, (2)

where Yk is output in sector k and Dk is the demand shifter. The sectoral price index is Pk,

and the aggregate price index is defined by

P “

«

N
ÿ

k“1

DkP
1´φ
k

ff

1
1´φ

. (3)

The elasticity of substitution across sectors is φ ě 1. Within each sector, there is a discrete

number of heterogeneous firms producing differentiated varieties. Goods are assumed to be

imperfect substitutes, and more substitutable within than across sectors, i.e., ε ą φ (Atkeson

and Burstein, 2008). Denote Mk as the number of varieties, or equivalently, firms, in sector k,

and the output and price of firm i as yki and pki, respectively. Sectoral output in k combines

individual firms’ output also using a CES aggregator:

Yk “

«

Mk
ÿ

i“1

y
ε´1
ε

ki

ff

ε
ε´1

, (4)

and the associated sectoral price index is

Pk “

«

Mk
ÿ

i“1

p1´ε
ki

ff

1
1´ε

. (5)

11This assumes that the Frisch elasticity of labor supply is infinity. Burstein et al. (2020) show their main
results under the same assumption, and further generalize their model and specifically, the expression for aggregate
volatility (i.e., Eq. (27)) for any arbitrary value of the Frisch elasticity. Their results also apply in our extension
that features horizontal mergers. As shown in Eq. (17), the assumption of linear disutility implies that market
size PY is exogenous. Given that there is a discrete number of firms and the model must be simulated with a
large number of samples when analyzing the variable markup model, this approach is practically more feasible
than one which requires endogenous PY to be solved in combination with the merger market.
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Solving the consumer’s maximization problem yields the demand function:

yki “

ˆ

pki
Pk

˙´ε

Yk “

ˆ

pki
Pk

˙´εˆPk
P

˙´φ

DkY. (6)

2.2 Markups and profits

New entrant firms pay a sunk entry cost wcek to obtain a random productivity draw zki from

the initial productivity distribution Fkpzkiq with range zk “ tzk1, zk2, ...u, where zk1 ă zk2 ă

.... The probability mass function is defined accordingly as fkpzk1q ” Fkpzk1q and fkpzkjq ”

Fkpzkjq ´ Fkpzk,j´1q @ j ě 2. All costs are measured in labor units. If firms choose to stay in

the market, they must pay the fixed cost of production wcdk. For entrants, this happens after

their productivity is revealed. Variable costs consist of wage payments to labor `ki, which, for

simplicity, is assumed to be the only factor of production.

After the merger market clears (discussed below), all firms (i.e., entrants, incumbents with

and without a merger deal) receive an independent shock to their productivity εki. Following

di Giovanni and Levchenko (2012), this shock is assumed to be transitory, and the mean of

the shocks is normalized such that Eεrpzkiεkiqε´1s “ zε´1
ki . The marginal cost of a firm with

productivity zki is equal to w{zki, and its markup is

mki “
pki
w{zki

“
pkiyki
w`ki

. (7)

For notational convenience, mki ” mkipzkiq. We use the two notations interchangeably for

variables that depend on the firm’s productivity. Hence, by Eq. (6), expected profits are:

πEkipzkiq “ Eε
„ˆ

pki ´
w

zki

˙

yki



´ wcdk “ Eε

«

ˆ

mkiw

zki

˙1´εˆ

1´
1

mki

˙

P εkYk

ff

´ wcdk. (8)

Under constant markups, the multi-sector model collapses to a single sector, which implies a

unique elasticity of substitution across firm varieties, φ “ ε “ rε, and a constant markup of rε
rε´1 .

2.3 Mergers

The merger market is modeled following David (2020). Incumbent firms participate and search

on both sides, i.e., for targets as acquirers and vice versa. Due to search and matching frictions,

firms incur a cost of effort (e.g., time) which is increasing in their search intensity. In this paper,

we consider only horizontal mergers of firms in the same sector k, which constitute the vast

majority of M&A deals in Denmark (see Smeets et al. (2016) and Section 3 below).

A merger involves a one-to-one match between an acquirer and target firm.12 For an acquirer

12For tractability, we follow previous literature (e.g., di Giovanni and Levchenko, 2012; Burstein et al., 2020)
and assume that firms produce and sell one good. After the deal is completed, the merged entity (i.e., post-
merger acquirer) continues to produce the same variety as the pre-merger acquirer. Meanwhile, the target exits
and its variety is no longer sold on the market. A model of multi-product firms and mergers under oligopolistic
competition is presented in (Chan et al., 2022). They show, both theoretically and empirically with the same
Danish data, that the combined product range of the acquirer and target falls after the merger.
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with productivity zaki purchasing a target with productivity ztki, we define the productivity of

the merged entity by the merger technology function:

srzaki, z
t
kis “ Apzakiq

γpztkiq
ν . (9)

The acquirer obtains a share of merger gains equal to Σa
kipz

a
ki, z

t
kiq “ βΣkipz

a
ki, z

t
kiq, where β is

the acquirer’s bargaining power under Nash bargaining. Likewise, for the target, Σt
kipz

a
ki, z

t
kiq “

p1´ βqΣkipz
a
ki, z

t
kiq. Merger gains are defined as the difference between the value of the merged

entity and the values of the pre-merger acquirer and target firms:

Σkipz
a
ki, z

t
kiq “ Vki

`

srzaki, z
t
kis

˘

´ Vkipz
a
kiq ´ Vkipz

t
kiq. (10)

To complete the deal, the acquirer must offer the target an acquisition price equal to the target’s

value plus its share of the merger gains: Vkipz
t
kiq ` p1´ βqΣkipz

a
ki, z

t
kiq.

13

As an acquirer, firms search with intensity λkipzkiq for meeting a potential target, and this

requires search costs (in labor units) of

C
`

λkipzkiq
˘

“
B

η

`

λkipzkiq
˘η
. (11)

Meanwhile, targets search with intensity µkipzkiq to find a potential acquirer, and face the same

convex search cost function. The meeting rate in the merger market of sector k depends on the

minimum of the total search intensities of acquirers and targets, given by
řzmk
zki“z̄k λkipzkiqgkpzkiq

and
řzmk
zki“z̄k µkipzkiqgkpzkiq, respectively.14 For example, when the total search intensity of tar-

gets is greater than that of acquirers, the meeting rate depends on the latter, and targets are

on the long side of the market. While firms draw from the pre-merger (i.e., initial) productivity

distribution Fkpzkiq, the distribution evolves as a result of mergers. Total search intensities

depend on the productivity distribution in the post-merger equilibrium Gkpzkiq, with its prob-

ability mass function gkpzkiq defined analogously to fkpzkiq.

The rate at which an acquirer with type zaki meets a target with type ztki is equal to

λkipz
a
kiqmin

$

&

%

řzmk
zki1“z̄k

µkipzki1qgkpzki1q
řzmk
zki1“z̄k

λkipzki1qgkpzki1q
, 1

,

.

-

loooooooooooooooooooooomoooooooooooooooooooooon

θak

µkipz
t
kiqgkpz

t
kiq

řzmk
zki1“z̄k

µkipzki1qgkpzki1q
looooooooooooooomooooooooooooooon

Γkpz
t
kiq

.

Market tightness on the acquirer side is given by θak, and the relative search intensity of targets

with productivity ztki by Γkpz
t
kiq. We have analogous expressions on the target side with θtk as

market tightness and Λkpz
a
kiq as the relative search intensity of acquirers.15

13An acquirer makes a purchase if merger gains are positive: Σkipz
a
ki, z

t
kiq´p1´βqΣkipz

a
ki, z

t
kiq= Σakipz

a
ki, z

t
kiqě 0.

14Note that we switch between indexing firms by i P t1, ...,Mku and by their productivity zki P tz̄k, ..., z
m
k u.

15Specifically, θtk ” min

#

řzmk
z
ki1
“z̄k

λkipzki1 qgkpzki1 q

ř
zm
k

z
ki1
“z̄k

µkipzki1 qgkpzki1 q

, 1

+

and Λkpz
a
kiq ”

λkipz
a
kiqgkpz

a
kiq

ř
zm
k

z
ki1
“z̄k

λkipzki1 qgkpzki1 q

. The first-order

condition for optimal search of targets is C 1
`

µkipzkiq
˘

“ B ¨
`

µkipzkiq
˘η´1

“ θtkEzaki

“

Σtkipz
a
ki, zkiq

‰

.
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Using these expressions, we compute the expected merger gains of acquirers and targets.

The value of a firm is equal to the present discounted value of its expected profits plus expected

merger gains net of search costs:

rVkipzkiq “ max
λkipzkiq,µkipzkiq

πEkipzkiq ´ wC
`

λkipzkiq
˘

´ wC
`

µkipzkiq
˘

` λkipzkiqθ
a
kEztki

“

Σa
kipzki, z

t
kiq

‰

` µkipzkiqθ
t
kEzaki

“

Σt
kipz

a
ki, zkiq

‰

, (12)

where r is the discount rate. Moreover, the first-order condition for the optimal search intensity

of acquirers (and analogously for targets) is:

C 1
`

λkipzkiq
˘

“ B ¨
`

λkipzkiq
˘η´1

“ θakEztki
“

Σa
kipzki, z

t
kiq

‰

. (13)

2.4 Firm-size distributions and general equilibrium

For entrants that draw productivity below the threshold z̄k, the fixed cost of production is too

large and they choose to exit the market. The cutoff firm must have a value of zero (cf. zero

profit condition in Melitz (2003)):

Vkipz̄kq “ 0. (14)

The cutoff z̄k also defines the lower bound of the productivity distribution Gkpzkiq for active

firms in the market. Denote M e
k as the number of potential entrants in sector k. In a stationary

equilibrium, the number of firms that enter and exit the market must be equal at any point of

the productivity distribution. The stationary condition for each type zki ě z̄k is:

M e
kfkpzkiq

loooomoooon

Entrants

`Mk

zmk
ÿ

zaki“z̄k

λkipz
a
kiqθ

a
k1

“

Σkipz
a
ki, s

´1rzki, z
a
kis ě 0q

‰

Γkps
´1rzki, z

a
kisqgkpz

a
kiq

loooooooooooooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooooooooooooon

Merged firms

“ δkMkgkpzkiq

loooooomoooooon

Exiting firms
from shock

`Mkλkipzkiqθ
a
kgkpzkiq

zmk
ÿ

ztki“z̄k

1
“

Σkipzki, z
t
kiq ě 0

‰

Γkpz
t
kiq

looooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooon

Exiting acquirers in mergers

(15)

`Mkµkipzkiqθ
t
kgkpzkiq

zmk
ÿ

zaki“z̄k

1 rΣkipz
a
ki, zkiq ě 0sΛkpz

a
kiq

looooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooon

Exiting targets in mergers

,

where s´1rzki, z
a
kis “ tz

t
ki : srzaki, z

t
kis “ zkiu is a function that determines the productivity of the

target merging with an acquirer with productivity zaki to create a new firm with productivity

zki, and 1 r¨s is the indicator function. Incumbent firms face an exogenous probability of exit

δk. To close the model, the number of entrants is determined by the free entry condition:

zmk
ÿ

zki“zk1

Vkipzkiqfkpzkiq “ wcek. (16)
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Entrants pay wc
e

k
,

draw productivity zki

Firms decide to stay
in the market and
produce or exit

Firms that decide
to stay pay wc

d

k

Incumbents realize
exogenous exit shock

Acquirer za
ki

bargains
with target zt

ki
on

merger gains

Acquirer pays
acquisition price
to complete deal

Target exits, productivity

of merged entity defined
by merger technology function

Production,

consumption,
markets clear

All firms
realize transitory
productivity shock

Incumbents conduct
costly search as
acquirers and targets

Merger market

Figure 1: The timing of the economy.

That is, the expected value of entry is equal to the sunk cost of entry.

Following di Giovanni and Levchenko (2012), transitory shocks are realized after firms’

decision to produce and do not affect the number of firms Mk. Denote the merger rate in sector

k as Υk, then the number of mergers is ΥkMk.
16 Aggregate variables must satisfy the goods and

labor market clearing conditions in equilibrium. Thus, total output is equal to total consumption

and the household’s budget constraint holds.17 From the household’s maximization problem:

PY “
w

ψ
. (17)

Lastly, aggregating across all sectors, labor supply must be equal to the sum of production

labor, fixed costs of production, sunk costs of entry, and search costs.18

The timing of the economy is summarized in Figure 1. Conditional on tψ, cdk, c
e
k, δk, γ, ν, A,B, ηu

and the initial productivity distribution Fkpzkiq, a stationary equilibrium consists of expected

firm profits πEkipzkiq, value function Vkipzkiq, entry threshold z̄k, wage rate w, sectoral prices Pk,

sectoral output Yk, the mass of active firms Mk, the mass of entrants M e
k , and the post-merger

productivity distribution Gkpzkiq such that: (i) the household maximizes its utility, (ii) firms

maximize their value, (iii) the goods and labor markets clear, and (iv) the evolution of firm

types follows the stationary condition in Eq. (15).

16The merger rate is Υk ”
řzmk
zt
ki
“z̄k

řzmk
za
ki
“z̄k

µkipz
t
kiqθ

t
k1

“

Σkipz
a
ki, z

t
kiq ě 0

‰

Λkpz
a
kiqgkpz

t
kiq, or equivalently,

řzmk
za
ki
“z̄k

řzmk
zt
ki
“z̄k

λkipz
a
kiqθ

a
k1

“

Σkipz
a
ki, z

t
kiq ě 0

‰

Γkpz
t
kiqgkpz

a
kiq. Note that aggregating the stationary condition

gives Me
k p1´ Fkpz̄kqq “Mkpδk `Υkq.

17All costs (i.e., variable costs, fixed costs of production, sunk costs of entry, and search costs in the merger
market) are subtracted to obtain realized aggregate profits Π (i.e., after the transitory shocks are revealed).
Because merger gains are realized in the same period as profits (see Eq. (12)), aggregate profits are zero in this
model except for the difference between expected and realized profits. This derivation is shown in Appendix B.

18Denote Lk as production labor. Labor market clearing implies L “
řN
k“1

´

Lk ` Mkc
d
k ` Me

kc
e
k `

Mk

řzmk
zki“z̄k

”

C
`

λkipzkiq
˘

` C
`

µkipzkiq
˘

ı

gkpzkiq
¯

.
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2.5 Mergers and firm-level volatility

Using this framework, we examine the impact of mergers on firm-level volatility. Denote firm-

level sales as rki ” pkiyki. The growth rate of sales is approximated by the log change, i.e.,

prki ”
∆rki
rki

« ∆ log rki, and volatility is measured by the standard deviation of sales growth, i.e.,

σrprkis ”
a

Varrprkis.
One channel through which firm size affects volatility is in the variance of shocks. Suppose

that the productivity shocks are not i.i.d., but their variance declines with firm size. This

may capture, for instance, the diversification of firms as they grow larger. In particular, we

follow Sutton (2002) and di Giovanni and Levchenko (2012) to assume a power law relationship

between the standard deviation of shocks and firm size:

vzpskiq “ v̄zs
´χ
ki . (18)

Because we are interested in comparing the volatilities of economies (or sectors) with a fixed size,

firm size can equivalently be measured by ri or si. Doing so affects volatility proportionally, but

leaves ratios unchanged. However, if one were to compare χ “ 0 to a non-zero value, Eq. (18)

would have to be adjusted by pPY qχ computed at the non-zero value. Under this assumption of

the power law alone, size and volatility would follow a log-log relationship. If shocks are i.i.d.,

we have vzpskiq “ v̄z @ i and this channel is simply shut off.

Now, we analyze the markup adjustments of firms under Cournot competition following

Burstein et al. (2020). By Eq. (7), the market share of firm i in sector k is:

ski “
pkiyki
PkYk

“
zε´1
ki m1´ε

ki
řMk
i1“1 z

ε´1
ki1 m

1´ε
ki1

. (19)

With Cournot competition, the firm’s markup is an increasing function of its market share:

mki “
ε

ε´ 1

„

1´

ˆ

ε{φ´ 1

ε´ 1

˙

ski

´1

. (20)

Furthermore, define the pass-through rate as:

αki ”
1

1` pε´ 1qB logmki
B log ski

“
ε´ 1´

´

ε
φ ´ 1

¯

ski

ε´ 1` pε´ 2q
´

ε
φ ´ 1

¯

ski
ď 1 if ε ě 1, (21)

where the markup elasticity is B logmki
B log ski

“

´

ε
φ ´ 1

¯

ski
”

ε´ 1´
´

ε
φ ´ 1

¯

ski
ı´1

. In the case of

constant markups, mi “
rε

rε´1 for all firms, the markup elasticity is zero, and pass-through is

complete. By contrast, pass-through is incomplete under variable markups, i.e., αki ă 1. Given

12



that the log change in price can be expressed as:19

ppki “ ´αkipzki ` p1´ αkiq pPk, (22)

the variance of firm-level sales growth is:

Varrprkis “ Var

«

p1´ εqppki ` pε´ 1q pPk `
ÿ

k1‰k

pφ´ 1qSk1 pPk1

ff

where Sk ”
PkYk
PY is the share of sector k’s sales. Next, we examine how this expression differs

between the cases of constant and variable markups. Consider first the economy under constant

markups with a single sector. From Eq. (22), we have ppi “ ´pzi, and by Eq. (5):

Varrpris “ prε´ 1q2Var

«

pzi `
M
ÿ

i1“1

si1pzi1

ff

“ prε´ 1q2
`

1`
ÿM

i1“1
s2
i1 ´ 2si

˘

rvzpsiqs2. (23)

Taking the logarithm of this equation, we can approximate the middle term by ´2si if market

shares are small. Therefore, we can characterize the firm size-volatility relationship by the

linear combination of log-log and log-linear functions. However, note that the log-linear term

appears only if firms take into account the effects of their pricing decisions on the price index,

in particular through the term
řM
i1“1 si1pzi1 .

Under variable markups, Eq. (23) is generalized to

Varrprkis “ pε´ 1q2 α2
ki

˜

1`

řMk
i1“1pski1αki1q

2

`
řMk
i1“1 ski1αki1

˘2 ´
2skiαki

řMk
i1“1 ski1αki1

¸

looooooooooooooooooooooooooooomooooooooooooooooooooooooooooon

Strategic market power effect on volatility

rvzpskiqs2 ` Constant1, (24)

where the constant is a function of variables in other sectors k1. We refer to the term before

rvzpskiqs2 as the “strategic market power” (SMP) effect on volatility, to distinguish this channel

from the size-variance relationship associated with shocks. Analogous to the case of constant

markups, this term appears when firms internalize the impact of their prices on the sectoral

price index (e.g., Neary, 2003; Bernard et al., 2018; Parenti, 2018). If firms are small in the

aggregate economy, this effect disappears under constant markups where there is only one sector.

Conversely, firms are large within sectors in the multi-sector model, which gives rise to strategic

market power and variable markups.

We first demonstrate that the log SMP effect falls with firm size, then show the rate is linear.

To derive analytical results, assume for simplicity that all aggregate sums (i.e.,
řMk
i1“1pski1αki1q

2

and
řMk
i1“1 ski1αki1) are constant. The derivative of the log SMP effect with respect to ski is:

´2

„

´

ˆ

1´
skiαki

ř

i1 ski1αki1

˙

B logαki
Bski

`
skiαki

ř

i1 ski1αki1
1

ski



, (25)

19The derivation relies on Eqs. (7), (19), (20), and a first-order Taylor approximation.
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Figure 2: This figure plots the pass-through rate αki and the pass-through rate multiplied by
the market share αkiski against the market share, assuming φ “ 1 and ε “ 5.

This is a weighted average and the semi-elasticity is negative. Figure 2 plots the inverse relation-

ship between pass-through rates and market shares. When market shares are large, productivity

shocks are absorbed by changes in the markup such that fluctuations in the growth rate of sales

are suppressed. Thus, we can conclude that merger-induced firm growth is associated with a

decline in post-merger firm-level volatility, even if the variance of shocks were held fixed.

Moreover, it can be shown that the derivative w.r.t. ski in Eq. (25) is roughly constant. By

contrast, the derivative w.r.t. log ski becomes more negative as ski increases. Figures 3(a) and

(b) plot the logarithm of the SMP effect on volatility against ski and log ski, respectively, using

the parametrization in Section 4 below with φ “ 1 and ε “ 5. While Figure 3(a) is not exactly

linear, the slope is close to constant, especially in comparison to Figure 3(b).20 Hence, we rely

on the log-linear functional form as an approximation for the effect of variable markups on

volatility. Assuming φ “ 1, which implies Cobb-Douglas preferences over sectors, the constant

in Eq. (24) drops out. The volatility of firm-level sales growth in Eq. (24) can be rewritten in

the form:

log σrprkis “ ´c1 log ski ´ c2ski ` Constant2. (26)

How important is each channel? In Figure 4(a), we first plot the log-log and log-linear

20The derivative of the log SMP effect w.r.t. log ski is: ´2
”

´

´

1´ skiαki
ř

i1 ski1αki1

¯

B logαki
B log ski

`
skiαki

ř

i1 ski1αki1

ı

. By more

closely examining the semi-elasticity and elasticity:

B logαki
Bski

“
´pε´ 1q2p ε

φ
´ 1q

´

ε´ 1` pε´ 2qp ε
φ
´ 1qski

¯´

ε´ 1´ p ε
φ
´ 1qski

¯ , and

B logαki
B log ski

“
´pε´ 1q2p ε

φ
´ 1qski

´

ε´ 1` pε´ 2qp ε
φ
´ 1qski

¯´

ε´ 1´ p ε
φ
´ 1qski

¯ ,

we notice that the derivative of the log SMP effect on volatility w.r.t. ski puts less weight on the term 1{ski
exactly when ski is small, so two roughly balance out. The semi-elasticity is very flat, which means that the
derivative of the SMP effect is roughly constant. By contrast, the elasticity becomes more negative as ski rises.
The derivative w.r.t. log ski is a weighted average between this elasticity and a constant, so it must become more
negative as ski increases. As an example, Appendix Figures A.3 plots these functions for φ “ 1 and ε “ 5.
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(a) (b)

Figure 3: This figure plots the (log) strategic market power effect on volatility in Eq. (24)
against firm market share in (a) levels, and (b) logarithms. For purposes of illustration, we
assume φ “ 1 and ε “ 5,

řMk
i1“1pski1αki1q

2 “ 1, and
řMk
i1“1 ski1αki1 “ 1.

(a) (b)

Figure 4: Each figure plots three equations with log σrprkis on the vertical axis: (i)
´0.138 logpskiq, (ii) ´ski for the constant markup case in (a) and ´8.12ski for the variable
markup case in (b), and (iii) their linear combination. Market shares range from 10´5 to 0.5.

components separately for the constant markup case, as well as their linear combination on

a logarithmic x-axis. We set c1 “ 0.138 (see Section 3 below) and c2 “ 1. When market

shares are small, log si is much larger than the linear term si, and the log-linear function

dominates. Even at higher market shares, deviations from the log-log function are not large.

Under constant markups, even if firms have strategic market power, its effects on volatility are

somewhat negligible.

We make the same plots under variable markups in Figure 4(b), where from Section 3 below,

the linear component in Eq. (26) has a coefficient of ´8.12. While it is still true that the log-log

function describes the firm size-volatility relationship well for small firms, the result is quite
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different for large firms. At large market shares, the log-linear function dominates. In contrast

to Figure 4(a), the steep slope indicates that volatility decays much more rapidly under variable

markups compared to constant markups, and also compared to the log-log function. Acquirer

firms tend to be large, even before the merger events, which implies that variable markups may

play an important role in contributing to lower firm-level volatility.

2.6 Mergers and aggregate volatility

We have shown that mergers reduce firm-level volatility by increasing firm size. Volatility of

sales growth falls either due to variable markups or lower variance in shocks. How do mergers

affect the aggregate economy? We now derive expressions for aggregate volatility to understand

the impact of mergers at the macro level. By Eq. (17), PY is a constant. Therefore, variance

of output Y depends on fluctuations in the aggregate price index P , and in turn, the sectoral

price indices, Pk. Allowing for the variance of shocks to decline with firm size, then:

Var
”

pPk

ı

“ v̄2
z

Mk
ÿ

i“1

˜

αkis
1´χ
ki

řMk
i1“1 αki1ski1

¸2

,

and by the definition of the aggregate price index in Eq. (3), the variance of output growth is:

Var
”

pY
ı

“ v̄2
z

N
ÿ

k“1

S2
k

Mk
ÿ

i“1

˜

αkis
1´χ
ki

řMk
i1“1 αki1ski1

¸2

. (27)

Aggregate volatility in this economy defined by the standard deviation σ
”

pY
ı

.

Under the assumption of constant markups, the power law for firm size follows immedi-

ately from the assumptions of CES preferences and the Pareto distribution of firm productivity

(di Giovanni and Levchenko, 2012). The economy is granular if the firm-size distribution follows

a power law in which the absolute value of the power law exponent is sufficiently close to one,

i.e., ξ{prε´ 1q « 1, where ξ is the Pareto shape parameter and rε is the elasticity of substitution.

Under such conditions where Zipf’s law holds, Gabaix (2011) shows that the law of large num-

bers does not apply, and aggregate volatility decays at the slower of rate logM instead of
?
M .

First, consider χ “ 0. Under constant markups, we have complete pass-through with αki “ 1

and Eq. (27) reduces to

Var
”

pY
ı

“ v̄2
zHHI,

where HHI is the Herfindahl-Hirschman index. In other words, aggregate volatility is an

increasing function of market concentration.

Intuitively, mergers create larger, more productive firms which drives up market concentra-

tion. Thus, in an economy with constant markups and i.i.d. shocks, mergers increase aggregate

volatility. We can decompose the net effect of mergers into an extensive and intensive margin.

The extensive margin is driven by selection effects. Because the market becomes more compet-

itive, less productive entrants must exit. In other words, holding fixed the (initial) productivity
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distribution, the threshold for market entry increases. Denote z̄ (z̄F ) as the cutoff productivity

in the economy with (without) mergers. In a discrete setting, the market shares of firms with

productivity z̄F ď zi ă z̄ that were active in an economy without mergers must be distributed

among the surviving firms with productivity zi ą z̄. Under constant markups, market shares

are simply

si “
zε´1
i

řzm

zi1“z̄
zε´1
i fpziq

.

Comparing the economy with mergers to the one without, market size effectively rises for the sur-

viving firms. Therefore, their market shares grow proportionally by the factor

řzm

z
i1
“z̄F

zε´1
i fpziq

řzm

z
i1
“z̄ z

ε´1
i fpziq

ą

1, where the summation in the numerator (denominator) has the lower bound z̄F (z̄). The

Herfindahl index must increase by the same factor, and by Eq. (27), the economy is more

volatile.21

Next, by holding fixed the cutoff productivity level at z̄, we isolate the intensive margin

accounted for by the shift in the productivity distribution. As smaller target firms are consoli-

dated by larger acquirers, the initial (i.e., pre-merger) productivity distribution F pziq changes

into the post-merger distribution Gpziq. The creation of larger merged entities generates a more

fat-tailed firm-size distribution. Again, the market becomes more concentrated and volatile.

Thus, mergers amplify granular fluctuations of the macroeconomy. Note that this driving force

is further strengthened by any productivity gains that the merged entity experiences, which

depend on the merger technology function. While we cannot derive further analytical results,

a comparison of the pre and post-merger firm-size distributions is illustrated in Figure 8 of

Section 4.3 below where the model is quantified.

Even under variable markups, the two driving forces have similar effects within individual

sectors. Analysis of the extensive margin differs slightly, as the market shares of firms that

exit due to selection effects are no longer proportionally distributed. Instead, we know that

in equilibrium, firms with the largest market shares charge the highest markups. Analogously,

when the effective market size increases for the surviving firms, the largest firms benefit the

most, and their markups and market shares rise disproportionately more than the smaller firms.

Importantly, we now incorporate our previous analysis of firm-level volatility to understand

the overall impact of mergers on aggregate volatility. In the setting with variable markups, Eq.

(27) shows that volatility is not exactly a function of the Herfindahl index. Rather, market

shares are weighted by pass-through rates αki. From Eq. (21), αki is decreasing ski, which

means that the weight of large firms in the sectoral (and aggregate) price index is smaller vis-

21The extensive margin described here encompasses both the entry and selection effects in David (2020),
where the former accounts for the change in the number of firms (or mass in a continuous setting) and the
latter the change in the cutoff productivity. While a change in the cutoff productivity holding the number of
firms fixed affects average productivity in David (2020), we are interested in volatility, which depends on the
Herfindahl index and the allocation of market shares. If we hold the number of firms and the productivity
distribution fixed and increase the cutoff productivity from z̄F to z̄, then the price index and sales of all firms

would adjust proportionally by 1´F pz̄F q
1´F pz̄q

. Average productivity increases, but the distribution of market shares
and the Herfindahl index remain unaffected. The number of firms must change to release market shares that are
distributed among the surviving firms.
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à-vis the setting with constant markups. As shown by Burstein et al. (2020), the impact of

large firms on volatility is mitigated by incomplete pass-through. Because mergers are a driving

force behind a more granular economy, the response of aggregate volatility depends on the

relationship between αki and ski. Figure 2 indicates that their product αkiski is increasing (at

a decreasing rate) for market shares below 0.33. Hence, unless there are extremely dominant

players in industries, mergers are expected to generate greater variance in total output growth.

Finally, Eq. (27) reveals that the inverse relationship between firm size and the variance

of shocks also affects aggregate volatility through the exponent χ. The variance of large firms

is lower, which serves to dampen aggregate fluctuations and the impact of mergers. However,

there is an opposite effect on small firms. di Giovanni and Levchenko (2012) refer to this as

a “double-edged sword”. A priori, there is no clear-cut prediction on how aggregate volatility

changes. Estimates of χ in the literature vary, but are generally close to 0.16 (e.g., Sutton, 2002;

Gabaix, 2011; di Giovanni and Levchenko, 2012). We obtain an estimate of similar magnitude

below. To summarize, higher market concentration as a result of mergers drives up aggregate

volatility, which is potentially mitigated by the decrease in firm-level volatility from merger-

induced firm growth. Data used for the empirical analysis and quantification of the model are

described next.

3 Data

3.1 Mergers and patterns in the data

We employ detailed register data from Statistics Denmark for our empirical analysis and quan-

tification of the model. The dataset contains the universe of firms, including both the partici-

pants and non-participants of the merger market. Instead of relying on external transaction-level

M&A data (e.g., Thomson Reuters SDC Platinum, Zephyr), we identify merger deals from the

dataset itself and the acquirer and target firms involved. Specifically, we follow the methodol-

ogy in Smeets et al. (2016). The establishment register IDAS provides a unique establishment

identifier that can be followed over time, along with a firm identifier in both the current and

following year. This allows for changes in the firm identifier to be tracked. For establishments

that share a firm identifier, a change of this identifier to that of an existing firm indicates a

change of ownership, which we classify as a merger deal. The pre-merger firm identifier of

the establishments before the switch determines the target firm, while the post-merger firm

identifier gives the acquirer firm.22

From the data registers FIRM, UHDI, IDAN, and BEF, we obtain information on firms’

22Following Smeets et al. (2016), spurious changes to non-existing firm identifiers, for instance, when headquar-
ters move to a different location, are excluded. Moreover, we also remove all partial mergers from our sample.
This eliminates scenarios where: (i) the acquirer receives a fraction of the target’s establishments, and the target
remains in the market as an independent firm (i.e., with its original firm identifier) after the merger, or (ii) the
target’s establishments are purchased and controlled by multiple acquirers. Hence, we study the M&A deals in
which the acquirer gains full ownership of the target. Lastly, as in Smeets et al. (2016), we exclude joint mergers
where two or more firms merge to create a firm with a new (i.e., non-existing) identifier. In this case, the acquirer
and target firms cannot be differentiated.
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(a) (b)

Figure 5: This figures plots: (a) the kernel densities of the firm size for acquirers, targets, and
non-participating firms, and (b) the mean percentile rank of targets across deciles of acquirer
size in the data and from model simulation. In both panels, firm size is measured by the log
deviation of domestic sales from the sector median.

annual revenues, exports, number of employees, and their 4-digit Danish industry codes. These

industry codes correspond to the NACE Rev. 2 classification in the year 2007. We restrict the

sample to firms in private industries (i.e., excluding utilities, public administration and defense,

education, health services, culture and entertainment) with at least 5 full-time employees be-

tween the ages of 18 and 65. We also exclude firms from agriculture, mining, and finance and

insurance due to a lack of information. To ensure that sectors have a sufficiently large num-

ber of firms, we employ a broad classification to group firms into 17 related sectors, listed in

Appendix Table A.3. For example, the manufacture of food, beverages, and tobacco products,

which have different 2-digit industry codes, are combined into one category. In line with our

model, we focus on horizontal mergers of firms within the same sector. Using our broad sector

definitions, 80% of merger deals are classified as horizontal. Even at the 2-digit level, 70% of

deals are completed within the same sector.

Our sample contains 3,575 horizontal merger events for the period from 1993 to 2015. In

Figure 5(a), we first compare the size of acquirers, targets, and non-participating firms. Firm

size is measured by domestic sales, which are computed by subtracting annual exports from total

sales. For each group, we plot kernel densities of the firms’ (log) domestic sales normalized by

the sector median. Overall, acquirers tend to be the biggest firms. Interestingly, we find in

the Danish data that on average, targets are also larger than the firms not engaged in M&A

activity. Similar patterns can be obtained with other measures such as employment.

Second, we demonstrate in Figure 5(b) that there is a positive sorting pattern between ac-

quirers and targets based on firm size. Earlier literature (e.g., Xu, 2017; David, 2020) documents

positive assortative matching in the merger market using M&A transaction-level data. This has

been shown for firm profits and productivity, where the latter is measured by the ratio of sales
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to assets. Here, we split the sample of acquirers into deciles by their domestic sales (again,

measured by deviations from the sector median). Next, for each target firm, we compute their

percentile rank within the sample of targets. For each decile of acquirer size, we then compute

the mean percentile of targets purchased by acquirers in that bin. Figure 5(b) displays strong

positive assortative matching on domestic sales between acquirers and targets. Together with

Figure 5(a), these graphs suggest that merger-induced firm growth may be substantial, as tar-

gets are generally bigger than the average firm. Moreover, the largest acquirers are most likely

to be affected.

Due to limitations of the register data, we focus on domestic M&A. Using external data

from Zephyr (Bureau van Dijk), Appendix Figure A.2 plots the number of domestic and cross-

border merger deals with a Danish target company from 1997 to 2015. The former comprises

two-thirds of the total number of deals, and has also experienced significantly higher growth.23

3.2 Firm size-volatility relationship

As demonstrated in Section 2.5, the relation between firm size and volatility can be approxi-

mated by the linear combination of log-log and log-linear relationships. We now examine the

fit of these functional forms using the firm-level data.

As a first step, we replicate the regressions of Koren and Tenreyro (2013) and Yeh (2021) for

Denmark. The dependent variable is the (log) volatility of domestic sales growth over a 5-year

period (i.e., 1995-9, 2000-4, 2005-9, and 2010-4), and the regressor of interest is the average size

of the firm, measured by its (log) market share within the sector. Sales are deflated using the

GDP deflator. This log-log functional form follows directly by assuming a power law relationship

between volatility and size (i.e., Eq. (18)), which implies c1 “ χ and c2 “ 0 in Eq. (26). Table

1 Panels A and B present estimates from the cross-sectional and panel regressions, respectively.

The former employs sector-year fixed effects, while the latter also includes firm fixed effects.

Because sector-year fixed effects control for market size, we would obtain numerically identical

coefficients if the regressor were the value of sales instead of market share. We restrict the

sample to firm-period observations where all five years within the period are observed, but note

that results are similar with the entire sample.

Consistent with the prior literature, we find a negative size-volatility relationship at the firm

level in Table 1 Panel A column 1. The coefficient estimate in the cross-section is only ´0.0387.

This is significantly smaller in magnitude than previous cross-sectional estimates. For example,

Stanley et al. (1996) and Sutton (2002) find values between ´0.15 and ´0.21. However, recall

that our sample consists of all firms with 5 or more employees, whereas Stanley et al. (1996)

and Sutton (2002) consider much larger, publicly traded companies in the Compustat database.

We return this point below. The panel regression coefficient in Panel B column 1 is ´0.1422,

23From Zephyr, we collect data on both “completed-confirmed” and “completed-assumed” horizontal deals,
where the same sector classifications as described above are employed. For comparability, we also restrict the
set of deals to those in which the acquirer obtains 100% of the final ownership stake. Note that while we can
identify changes in foreign ownership from the Danish register data for a subset of the sample, we do not observe
the foreign acquirers nor their characteristics, which is necessary for estimating the model.
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Table 1: Firm size-volatility Relationship

Panel A: Cross-sectional regression results
(log) Strategic (log) Adjusted

Dep. var. (log) Volatility market power effect (log) Volatility volatility

(1) (2) (3) (4) (5)

(log) Market share -0.0387*** -0.0139*** -0.0378*** -0.0319***
(0.0034) (0.0001) (0.0037) (0.0035)

Market share -8.2725*** -0.6126
(0.0047) (0.8769)

Sector-year FE Y Y Y Y Y
N 49,064 49,064 49,064 49,064 49,064
R2 0.133 0.985 0.220 0.133 0.133

Panel B: Panel regression results
(log) Strategic (log) Adjusted

Dep. var. (log) Volatility market power effect (log) Volatility volatility

(1) (2) (3) (4) (5)

(log) Market share -0.1422*** -0.0106*** -0.1384*** -0.1377***
(0.0126) (0.0002) (0.0128) (0.0126)

Market share -8.1172*** -3.3036*
(0.0076) (1.9116)

Sector-year FE Y Y Y Y Y
Firm FE Y Y Y Y Y
N 49,064 49,064 49,064 49,064 49,064
R2 0.628 0.998 0.922 0.628 0.629

Notes: Volatility is measured by the standard deviation of domestic sales growth over a 5-year pe-
riod (i.e., 1995-9, 2000-4, 2005-9, and 2010-4). Strategic market power effect in columns 2 and 3
refers to Eq. (24), assuming φ “ 1 and ε “ 5. “Adjusted volatility” in column 5 is volatility minus
the strategic market power effect on volatility. Robust standard errors in parentheses. ***, **, and
* indicate statistical significance at the 1%, 5%, and 10% level.

which is much closer in magnitude to previous estimates in the literature. Koren and Tenreyro

(2013), again for US firms in Compustat, obtain an estimate of ´0.16 using panel regressions

with firm fixed effects and the volume of sales as the measure of size. Even with the universe

of US firms, Yeh (2021) obtains a value of ´0.149, which is very close to our estimate.24

Next, we investigate the hypothesized log-linear component in the firm size-volatility rela-

tionship. In columns 2 and 3, the dependent variable is the (log) strategic market power effect

on volatility in Eq. (24), which we compute using the register data assuming φ “ 1 and ε “ 5.

In Panel A, we see that the fit is much better with market share in levels (R2 = 0.985) as

opposed logs (0.220). This is consistent with our analysis in Section 2.5, especially Figure 3.

In column 4, we estimate the coefficients c1 and c2 in Eq. (26) without any constraints on

φ and ε. In either Panel A or B, we find that the coefficients of market share in logs and levels

are both negative. Although the linear term is less precisely estimated, this does not necessarily

mean that strategic market power has no quantitative significance. From Figure 4(b), we know

that the log-log relationship dominates for small firms and the contribution of variable markups

to volatility becomes relevant only when market shares are large. In the data, the firm-size

distribution roughly follows Zipf’s law (e.g., Gabaix, 2011), with many small firms and few

24If employment is used instead as the measure of firm size, Koren and Tenreyro (2013) and Yeh (2021) find
estimates of ´0.134 and ´0.215, respectively.
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(a) (b)

Figure 6: This figure plots coefficient estimates from regressions of (log) volatility on (log) firm
size for different samples using: (a) the cross-section for the period 2010-4 with sector fixed
effects; and (b) the panel for the periods from 1995 to 2014 with firm and sector-year fixed
effects. The threshold percentile indicates the lower bound of firm size in the sample.

large firms. Therefore, it is not surprising that the ordinary least squares (OLS) regression fits

the log-log function well, while the log-linear function is not precisely estimated.

Finally, in column 5, we obtain a model-based estimate of χ in the log-log relationship, taking

into account the variable markup channel. Again, we impose φ “ 1 and ε “ 5 to compute the

strategic market power effect and subtract it from volatility to obtain what we call “adjusted

volatility” as the dependent variable (in logs). In Panel B, the coefficient is ´0.1377, which is

slightly smaller in magnitude compared to the baseline estimate in column 1.

The log-linear component predicts that volatility falls disproportionately and much faster for

large firms. We provide further evidence consistent with this idea in Figure 6. In Figure 6(a), we

estimate the log-log relationship at the cross-section for the period 2010-4. This corresponds to

the specification in Table 1 Panel A column 1 (with sector in place of sector-year fixed effects).

Results are qualitatively similar for the other periods (see Appendix Table A.1). The horizontal

axis indicates the size threshold above which firms remain in the sample. For example, a value

of 0 means that all firms are included, a value of 10 means that only firms above the 10th

percentile are included, and so on.

A striking pattern is observed. As the threshold percentile rises and the sample is restricted

to larger and larger firms, the coefficient estimate clearly declines and increases in magnitude.

Moreover, the coefficient magnitudes vary substantially, ranging from 0.035 in the entire sample

to 0.26 for the top 10 percent of firms. We obtaining a similar finding for the panel regression,

as shown in Figure 6(b). This evidence is consistent with Figure 4(b), and strongly supports our

hypothesis that the firm size-volatility relationship is characterized by the linear combination

of the log-log and log-linear functions. Furthermore, it is interesting to note that in the non-

parametric estimation of Figure 1 in Yeh (2021), deviations from the log-log specification are
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not large, as we had also concluded. Yet, the shape of the non-parametric relationship follows

a similar pattern to ours, with the slope becoming steeper for large firms.

3.3 Mergers and firm-level volatility

Based on the results above, we expect the volatility of acquirer firms to decrease after a merger.

Comparing the pre and post-merger period, the domestic sales of acquirers grow on average

by over 30%.25 As before, volatility is measured by the standard deviation of domestic sales

growth over a five-year interval. Denote the merger year by τ “ 0. As an example, two years

before the merger year, we compute the standard deviation of sales growth between ´4 ď τ ď 0.

Because consolidation of the target firm inflates the growth rate of the acquirer in the year after

the merger, we exclude it from the calculation of volatility in τ P t´1, 0,`1,`2,`3u. In other

words, for these years, volatility is computed over four years instead of five.

In Figure 7, we plot the acquirer’s change in volatility five years before and after a merger.

Specifically, we employ a simple event-study design and estimate the following regression:

logpVolatilityqkit “ ci ` ct `
`5
ÿ

τ“´5, ‰0

βτ1 rt´MergerYeari “ τ s ` ekit. (28)

To keep the sample clean, we drop firms that have multiple years with acquisition deals. The

specification in Eq. (28) is a two-way fixed effects (TWFE) estimator that includes both firm

(ci) and time (ct) fixed effects to control for unobserved heterogeneity. Thus, we estimate

changes over time within a firm. The coefficients of interest are βτ , which can interpreted as

(approximate) percentage changes in volatility in year τ relative to the merger year. The event

window considered is 11 years, and we bin distant relative years (i.e., τă´5 and τą+5) with two

indicator variables. These coefficients are not shown in Figure 7, but are reported in Appendix

Table A.2. Figure 7 shows no obvious pre-trends before the merger. Importantly, we find that

volatility clearly falls after the merger. The acquirer’s volatility declines around 8% in the two

years following a merger, and an even larger 11-18% in the three years after that.

Appendix Table A.2 further demonstrates that the results are quantitatively similar when

we include non-participating firms in the sample as a control group, and also when we use the

imputation estimator from Borusyak et al. (2021) to address the issues of staggered treatment

and heterogeneous treatment effects. Moreover, including the year after the merger in the

computation for τ P t´1, 0,`1,`2,`3u, not surprisingly, raises volatility in these specific years.

However, we continue to find a significant decline for τą+3, corroborating our main results.

25This is the coefficient estimate from a regression of (log) domestic sales on an indicator variable for the
post-merger period, along with firm and year fixed effects. Here, the post-merger indicator variable is equal to 1
in the five years after the merger, and 0 in the merger year and the five years before.
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Figure 7: This figure plots coefficient estimates over the event window from estimating Eq.
(28), along with 90% confidence intervals, to show the impact of mergers on (log) volatility.
Volatility is measured by the standard deviation of domestic sales growth over 5 years in for
τ P t´5,´4,´3,´2,`4,`5u, and over 4 years for τ P t´1, 0,`1,`2,`3u.

4 Quantitative assessment

4.1 Estimation

To estimate the model parameters, we match key moments in our model to the Danish data.

Details of the estimation process are provided in Appendix C. Because we do not explore the

heterogeneity of the merger market across sectors, we estimate the merger market parameters

under constant markups. However, to make the results more comparable between the con-

stant and variable markup models, where applicable, we aggregate across sectors to obtain the

equivalent economy-wide moments or parameters.

In the multi-sector model under variable markups, we set the elasticity of substitution across

sectors φ = 1, which implies Cobb-Douglas preferences over sectors (e.g., Atkeson and Burstein,

2008). Thus, Dk is exactly equal to the sales share of each sector k. Moreover, we follow

Gaubert and Itskhoki (2021) and choose a value of ε “ 5 for the elasticity of substitution within

a sector. We take the post-merger productivity distribution to be the observed distribution

in the data, and assume that it follows a Pareto distribution with shape parameter ξk, i.e.,

Gkpzkiq “ 1 ´ z̄ξkk z
´ξk
ki . In a first step, we estimate ξk, from which we derive the elasticity of

substitution rε for the constant markup model.

Following Burstein et al. (2020), ξk is set to match the model-implied market concentration

as measured by the Herfindahl index to its observed values in the data. To do so, we need to

solve the equilibrium in the economy under variable markups. We normalize wage w = 1 as the

numéraire, and set the number of firms M = 100,000, which is roughly the average number of

firms with 5 or more full-time employees in any given year. The share of firms in each sector

Mk is presented in Appendix Table A.3 column 1. Now, for a guess of the shape parameter ξk,
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we randomly draw Mk productivity levels from the Pareto distribution with scale parameter

1. This allows us to solve firm market shares ski as a fixed point problem using Eqs. (19) and

(20) and calculate the Herfindahl index. We repeat this process for 1,001 random samples and

take the median value. The guess of ξk is updated until the market concentration in each sector

matches the data (see Appendix Table A.4 column 1). Estimates of ξk and the ratios ξk
ε´1 are

shown in Appendix Table A.4 columns 2 and 3, respectively. The latter ranges from 1.08 to

1.45, which suggests that the firm-size distributions are indeed fat tailed.

Next, we compute firm-level markups mki using Eq. (20) and aggregate up to the sector level

(Mk). Using the sectoral market shares Sk from Appendix Table A.3 column 2, we determine

the economy-wide markup M. Hence, moving from oligopoly to monopolistic competition,

we set rε “ M
M´1 = 4.85 in the constant-markup economy. Furthermore, the market size PY

is normalized to 100 (i.e., marginal disutility of labor ψ “ 0.01). By employing the same

methodology as above, we obtain the Pareto shape parameter of the productivity distribution

in the constant-markup economy ξ “ 4.48. From the sectoral exit rates δk (see Appendix Table

A.3 column 3), we compute the aggregate exogenous exit rate, i.e., δ “
ř

kMkδk “ 0.113.

Firms are considered to leave the market when they have no production for three years straight.

Because this includes the scenario where the firm is acquired as a target, we subtract raw exit

rates by the merger rates of each sector.

4.2 Merger market parameters

We follow the approach in David (2020) and use simulated method of moments (SMM) to

estimate the merger market parameters, Θ “ tγ, ν, A,B, ηu. Because we do not have data on

transaction values, we cannot estimate the merger premium as in David (2020). Instead, we rely

on his estimate of the acquirer’s bargaining power β “ 0.51. The discount rate is ρ “ r “ 0.05.

Given candidate values of γ, ν, and A, the merger matrix is defined by computing the

productivity of the merged firm srzai , z
t
i s for every pair of acquirer and target (see Eq. (9)).

We perform value function iteration, where, for candidate values of B and η in the search cost

function (i.e., Eq. (11)), the value of the firm is updated according to Eq. (12). The cutoff

firm has a normalized productivity level of z̄ “ 1. Thus, by Eq. (14), we solve for cd such that

the cutoff firm has zero value, i.e., Vipz̄q “ 0.26 We then simulate the economy to obtain the

model-implied moments. Following David (2020), the five moments chosen are: (i) the median

acquirer size, (ii) median target size, (iii) share of targets in the bottom decile of the firm-size

distribution, (iv) aggregate merger rate, and (v) coefficient of variation of target size. Here, firm

size is again measured by domestic sales, and the first two moments are measured as deviations

from the median firm in logarithms. Because our register data contains the universe of firms,

the merger rate is one order of magnitude smaller than David (2020), who uses a sample of

26We normalize the cutoff productivity z̄ (or z̄k @k in the variable-markup economy) to 1, instead of the sunk
cost of entry ce (or cek). Hence, in the variable-markup economy, we allow sunk entry costs to vary across sectors.
In other words, rather than fixing cek and guessing Mk (or equivalently, the price index Pk), we fix Mk and solve
for cek. This is equivalent to finding a sunk cost of entry that satisfies the free entry condition and generates a
model-implied survival rate that matches the data.
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Table 2: Merger Market Moments and Parameter Estimates

Parameter Estimate Target moment Data Model

γ 0.90 Median of log(rAki) 1.72 1.71
(0.01)

ν 0.42 Median of log(rTki) 0.67 0.67
(0.01)

A 1.01 Share of targets in bottom decile 0.05 0.05
(0.001)

B 1.00ˆ1011 Aggregate merger rate 0.005 0.005
(0.28ˆ1011)

η 13.00 Coefficient of variation of rTki 2.47 2.47
(0.14)

Notes: Log sales, log(rki), are measured by deviations from the median firm. An-
nual averages of the data moments are computed over the sample period. Per data
confidentiality requirements, the median is approximated by the mean of the five
observations centered around it. Bootstrapped standard errors in parentheses ac-
count for sampling error and simulation error following the method in Eaton et al.
(2011).

Compustat firms. This procedure is iterated to minimize the difference between the moments

constructed with the simulated economy and the data.27

The parameter estimates are presented in Table 2. Their magnitudes are similar to those

from David (2020). In particular, with regards to the merger technology function, we obtain

γ = 0.90 and ν = 0.42. Their sum is greater than 1, which suggests that there are strong

complementarities in the mergers. Next, the value of A estimated is 1.01. This parameter

estimate is slightly greater than 1, which implies additional productivity gains for all acquirer-

target pairs. Merger-induced firm growth contributes to a more fat-tailed firm-size distribution,

which we discuss below in Section 4.3. We obtain B = 1.00ˆ1011 and η = 13.0, which suggests

a very convex search cost function.

To gauge the model fit, we find that all of the targeted moments in Table 2 can be matched

by the model. This includes the average sizes of the merger partners, the dispersion of targets,

and the merger rate. Moreover, Figure 5(b) shows that the model can replicate the positive

assortative matching pattern from the data fairly well. Using the sample of acquirers and targets

generated by the model, we repeat the same set of calculations. Consistent with the data, the

average size of targets is monotonically increasing in the size of acquirers. Furthermore, we find

that the model also performs well in matching the average size of targets for any decile in the

distribution of acquirers.

27We iterate on our procedure to minimize the loss function
´

m´ pmpΘq
¯1

W
´

m´ pmpΘq
¯

, where m is the vector

of the five target moments from the data, pmpΘq is the vector of corresponding moments constructed using the
simulated economy with parameters Θ “ tγ, ν,A,B, ηu, and W is a matrix of weights. We use the generalized
inverse of the estimated variance-covariance matrix of the moments computed from the data. As in David (2020),
the parameters are jointly estimated, which implies that the individual parameters and moments do not have a
one-to-one mapping. Appendix Figure A.5 demonstrates that the moments display sensitivity to the parameters.
For example, an increase in γ, all else equal, raises merger gains and therefore lowers the median size of acquirers.
A rise in B discourages mergers and the merger rate declines, while an increase in η raises the search costs
especially of larger firms. Thus, smaller firms search more, and the dispersion of targets increases.
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4.3 Counterfactuals under constant markups

4.3.1 Solving the equilibrium

We begin by conducting counterfactuals in the economy under constant markups to understand

how mergers affect aggregate volatility. This is a simpler setup with complete pass-through of

productivity shocks to firm-level prices. Thus, we turn off the channel of markup adjustments

by the firm and study the remaining forces (e.g., shift in the firm-size distribution), which are

present in both the constant and variable-markup economies.

With the merger market parameters estimated, we use the stationary condition in Eq. (15)

to construct the pre-merger productivity distribution F pziq. The aggregate survival rate is

M
Me “

”

řN
k“1

Me
k

Mk

Mk
M

ı´1
“ 0.54, where the sectoral survival rates are taken from Appendix

Table A.3 column 4. These rates are defined as successful entry after five years, and are similar

to those found in, for example, the US (e.g., Bartelsman et al., 2013). Hence, we derive the

probability mass function fpziq for all zi ě z̄. This also allows us to compute the sunk cost of

entry ce using the free entry condition in Eq. (16). By definition, firms with productivity below

z̄ exit the market after discovering their productivity draws.

Figure 8 plots the firm-size distributions in the benchmark economy with Gpziq and the

counterfactual economy with F pziq for zi ě z̄. We zoom into the section with lower values of

(log) sales to demonstrate how the two distributions differ. Note that in the benchmark economy

with mergers, Gpziq follows the Pareto distribution. Thus, the firm-size distribution follows a

power law and has the constant slope of ξ{prε ´ 1q. The figure shows that at the lowest levels

of productivity and sales, the (log) fraction of firms with sales greater than c, P tSalesi ą cu,

is higher in the counterfactual economy without mergers compared to the benchmark economy

with mergers. However, at the right tail where firms and their sales are large, the reverse is

true. Hence, mergers generate a more fat-tailed firm-size distribution. As the economy becomes

more granular, firm-level idiosyncratic shocks result in greater aggregate fluctuations.

The counterfactual economy without mergers is less competitive, as there are fewer large

firms and smaller firms can more easily survive (e.g., David, 2020). Denote the counterfactual

cutoff productivity level as z̄F ă z̄. The stationary condition does not directly provide infor-

mation on the shape of the pre-merger productivity distribution for z̄F ď zi ă z̄. Following

David (2020), we extrapolate the function fpziq for zi ă z̄ to generate a reasonable estimate

of the productivity distribution. Details are provided in Appendix D.28 Without mergers, the

economy collapses to the Melitz (2003) model without trade, with F pziq as the productivity

28 To extrapolate fpziq, we run a regression of logrfpziqs on logpziq @ zi ě z̄. Then, we extend the productivity
grid space for zi ă z̄ (also log-spaced), and compute logrfpziqs for these additional grid points given the value of
logrfpz̄qs and the slope coefficient obtained from the regression. For comparison, Appendix Figure A.4 also shows
the productivity distribution from simply performing a linear extrapolation. The distributions do not deviate
much for values of zi close to z̄, and the result for σrpY Gs{σrpY F s is 1.040, which is very close to the estimate
of 1.044 obtained using the alternative method proposed in the main text. The reason for not using linear
extrapolation is that in the economy under variable markups, the number of firms in each sector is constrained
to Mk, which is much smaller. The randomness of the productivity draws implies that there is no guarantee for
fkpz̄kq to be greater than the next point in the probability mass function. If fkpz̄kq were less than the next point
in the probability mass function, simple linear extrapolation would predict a probability mass function that is
increasing for zki ă z̄k.
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Figure 8: This figure plots the firm-size distributions of the benchmark economy under Gpziq
and the counterfactual economy under F pziq for 1 ď zi ď 100.3. The sum of the probability mass

functions (i.e.,
řzm

zi“z̄
gpziq and

řzm

zi“z̄
fpziq

“
řzm

zi“z̄
fpziq

‰´1
) is equal to 1. Firm size is measured

by domestic sales.

distribution. Therefore, we can directly determine z̄F by solving for the point that satisfies

the free entry condition. It is straightforward to then compute the number of firms in the

counterfactual equilibrium MF .

4.3.2 Results

We now compare aggregate volatility in the benchmark economy under Gpziq against the coun-

terfactual economy under F pziq. First, we consider the case of i.i.d. productivity shocks with

constant variance (i.e., χ “ 0 in Eq. (18)). The median volatility of each economy is calculated

over 1,001 samples. Taking the ratio gives

σrpY Gpz̄|χ “ 0qs

σrpY F pz̄F |χ “ 0qs
“ 1.044 “

σrpY F pz̄|χ “ 0qs

σrpY F pz̄F |χ “ 0qs
loooooooooomoooooooooon

Extensive margin

ˆ
σrpY Gpz̄|χ “ 0qs

σrpY F pz̄|χ “ 0qs
looooooooomooooooooon

Intensive margin

“ 1.011ˆ 1.032.

This implies that under constant markups, the benchmark economy with mergers is around

4.4% more volatile than the counterfactual economy without mergers. As we shall see below, the

variable-markup economy delivers results with higher magnitudes. While perhaps not directly

comparable, di Giovanni and Levchenko (2012) find that by opening up to trade from a state

of autarky, Denmark’s volatility rises by 15.6%.

We can decompose the total effect of mergers in the calculation above into the contribution of

an extensive and intensive margin. As discussed in Section 2.6, the extensive margin is driven

by selection effects from a change in the cutoff productivity, i.e., z̄F ă z̄, and the intensive

margin by a shift in the productivity distribution from F pziq to Gpziq. Because there is a

discrete number of firms, the market shares of small firms that exit due to selection effects are

divided among the surviving firms, increasing market concentration. To isolate the extensive
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margin, we compute aggregate volatility in a hypothetical scenario where firms with zi ă z̄

are dropped from the counterfactual economy, holding fixed the productivity distribution at

F pziq for zi ě z̄. This is denoted as σrpY F pz̄|χ “ 0qs. Its ratio to the counterfactual volatility

σrpY F pz̄F |χ “ 0qs is equal to 1.011. Hence, the extensive margin and selection effects account

for one-quarter (i.e., 1.1/4.4) of the rise in aggregate fluctuations from mergers. The remaining

75% is accounted for by the intensive margin, indicated by the ratio of σrpY Gpz̄|χ “ 0qs in the

benchmark economy to σrpY F pz̄|χ “ 0qs. This ratio compares two productivity distributions

holding fixed the productivity threshold. Therefore, the major driving force behind the increase

in macroeconomic volatility is the shift in productivity distribution. The firm-size distribution

becomes more fat tailed, thereby amplifying granular fluctuations.29

Now, we relax the assumption of i.i.d. productivity shocks, and suppose that there is a

negative relationship between size and volatility because larger firms face shocks with lower

variance. In particular, we set χ “ 0.14 in Eq. (18). Recall from the discussion in Section

2.6 that this gives an ambiguous prediction with regards to whether volatility is amplified or

mitigated. Nonetheless, performing the same calculations as above gives:

σrpY Gpz̄|χ “ 0.14qs

σrpY F pz̄F |χ “ 0.14qs
“ 1.037 “

σrpY F pz̄|χ “ 0.14qs

σrpY F pz̄F |χ “ 0.14qs
ˆ
σrpY Gpz̄|χ “ 0.14qs

σrpY F pz̄|χ “ 0.14qs
“ 1.010ˆ 1.027.

Aggregate volatility is lower, and again, the shift in the productivity accounts for the majority

of the total effect. Although smaller firms have higher variance in sales growth, selection effects

imply that the smallest, most volatile firms exit the market. Moreover, mergers create larger,

less volatile firms. Results from the counterfactual exercises are summarized in Table 3.

4.4 Counterfactuals under variable markups

4.4.1 Solving the equilibrium

From the previous steps in Section 4.1, we obtain the Pareto shape parameters ξk, productivity

distributions Gkpzkiq, and market shares ski for each of 1,001 random samples. With i.i.d.

productivity shocks, we approximate firms’ expected profits using a Taylor expansion: πEkipzkiq “

πkipzkiq `
1
2
B2πkipzkiq
Bz2
ki

v̄2
z . The second-order partial derivative is calculated numerically, and we

set v̄z “ 0.1 (e.g., di Giovanni and Levchenko, 2012). The computation of markups mki, pass-

through rates αki, and profits πkipzkiq follows directly from Eqs. (20), (21), and (8).

The value of a firm is determined by current expected profits πEkipzkiq and expected merger

gains net of search costs. We use the same method as the constant-markup economy to solve

the merger market here for each of the random samples. Because market shares in the Cournot

equilibrium are computed for a specific set of firms, when defining the merger matrix srzaki, z
t
kis,

29The alternative decomposition is σr pYGpz̄F |χ“0qs

σr pY F pz̄F |χ“0qs
ˆ

σr pYGpz̄|χ“0qs

σr pYGpz̄F |χ“0qs
, where mergers shift the productivity dis-

tribution holding fixed the counterfactual economy’s cutoff productivity, and selection effects change the cutoff
productivity while maintaining the Pareto distribution. In this case, we obtain 1.023 ˆ 1.020, and intensive
margin continues to account for the majority of the total effect.
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Table 3: Results from Counterfactual Exercises

Panel A: Constant-markup economy
Variance of shocks Constant Decreasing in size

χ “ 0 χ “ 0.14
(1) (2)

Total effect of mergers
σrpY Gpz̄|χqs

σrpY F pz̄F |χqs
1.044 1.037

Extensive margin
σrpY F pz̄|χqs

σrpY F pz̄F |χqs
1.011 1.010

Intensive margin
σrpY Gpz̄|χqs

σrpY F pz̄|χqs
1.032 1.027

Panel B: Variable-markup economy
Variance of shocks Constant Decreasing in size

χ “ 0 χ “ 0.14
(1) (2)

Total effect of mergers

Incomplete pass-through
σrpY Gpz̄k|αkiă1,χqs

σrpY F pz̄Fk |αkiă1,χqs
1.124 1.093

Complete pass-through
σrpY Gpz̄k|αki“1,χqs

σrpY Fk pz̄
F
k |αki“1,χqs

1.184 1.138

Notes: The standard deviation of idiosyncratic productivity shocks is defined by vzpskiq “

v̄zs´χki for χ = 0 or 0.14.

we restrict merged entities to the same grid points as the initial draw of firm productivities.30

For each sector, the counterfactual productivity distribution Fkpzkiq is constructed for zki ě z̄k.

Fixed costs of production cdk and sunk costs of entry cek are derived accordingly. Their (median)

values are shown in Appendix Table A.5.

As in the constant-markup economy, we extrapolate the productivity distribution for zki ă

z̄k. However, because firms charge variable markups, we can no longer use the free entry

condition to directly solve for the cutoff productivity. Instead, we must simulate and solve the

equilibrium in each sector. The price index, number of firms, and cutoff productivity are all

endogenous variables in the counterfactual economy. To solve them, we first guess a candidate

sectoral price index, denoted as PFk . For a given productivity cutoff in the counterfactual

economy z̄F , we can find the value of MF
k that satisfies the definition of the price index in Eq.

(5). We do so by guessing MF
k , simulating the economy with random draws, and solving for

firm market shares, markups, and prices under Cournot competition. This step is analogous to

the benchmark economy. Next, we check the zero profit condition (i.e., Eq. (14)) and update

z̄F (along with MF
k ) until this condition is satisfied. Then, we check the free entry condition

and update our guess of the price index PFk . This process is repeated until both the zero

profit condition and free entry condition are satisfied. In the end, this gives us the endogenous

variables PFk , z̄Fk , MF
k , and Fkpzkiq @zki ě z̄Fk for every sector in the counterfactual economy.

30If the value of srzaki, z
t
kis between two firms is not an element of the set of drawn productivities in the random

sample, the next highest value is used instead.
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4.4.2 Results

The steps taken above also provide us with market shares ski and pass-through rates αki for the

counterfactual economy. Using Eq. (27), we compute aggregate volatility σrpY s, where sectoral

market shares Sk are fixed because of Cobb-Douglas preferences. Again, we first consider the

case of idiosyncratic shocks with constant variance. We allow for the incomplete pass-through

of shocks to prices with αki ă 1. The ratio of aggregate volatilities in the benchmark economy

under Gkpzkiq and the counterfactual economy under Fkpzkiq is:

σrpY Gpz̄k|αki ă 1, χ “ 0qs

σrpY F pz̄Fk |αki ă 1, χ “ 0qs
“ 1.124.

Thus, in the multi-sector economy under variable markups, mergers increase aggregate fluctua-

tions by around 12.4%. This is larger than the result obtained in the constant-markup economy.

Even though Eq. (27) takes into account the size of each sector in computing aggregate volatility,

mergers have a greater impact when the number of firms is smaller.31

As before, we can decompose the overall effect to examine the individual contributions

arising from selection effects and the shift in the productivity distribution, respectively:

σrpY F pz̄k|αki ă 1, χ “ 0qs

σrpY F pz̄Fk |αki ă 1, χ “ 0qs
ˆ
σrpY Gpz̄k|αki ă 1, χ “ 0qs

σrpY F pz̄k|αki ă 1, χ “ 0qs
“ 1.020ˆ 1.101.

The majority of the rise in aggregate volatility continues to be accounted for by the intensive

margin, with the firm-size distribution becoming more fat tailed.

Next, we investigate how the total effect of mergers is influenced by a negative firm size-

volatility relationship. Under variable markups, the sales of larger firms may fluctuate less

either due to strategic market power and incomplete pass-through, or the lower variance of

productivity shocks. First, we maintain the assumption of i.i.d. shocks and consider another

hypothetical scenario where firms charge constant markups in the multi-sector economy. This

affects the prices and market shares of all firms, and pass-through is complete, i.e., αki “ 1.

The ratio of volatility is:

σrpY Gpz̄k|αki “ 1, χ “ 0qs

σrpY F pz̄Fk |αki “ 1, χ “ 0qs
“ 1.184.

This is significantly higher than our baseline result for the variable-markup economy, and can be

explained by two (interconnected) factors. For a given function αki, the market shares of large

firms are higher when setting constant markups at ε{pε ´ 1q, as opposed to variable markups,

so the market tends to be more concentrated. Moreover, for given market shares, increasing

αki to 1 directly removes the dampening effect of markups (i.e., Eq. (22)). Our result indicates

that even when shocks have constant variance, the market power of large firms formed through

mergers limits their firm-level price fluctuations, and by extension, movements in the sectoral

and aggregate price indices. By hypothetically assuming constant markups and complete pass-

31For example, if M is lowered to 19900, the largest Mk observed across sectors, aggregate volatility in the
constant-markup economy rises by 8.5% with mergers.
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through, we effectively turn off the channel of variable markups and find that aggregate volatility

increases. Taking the ratio between the scenarios with complete and incomplete pass-through

informs us that by neglecting variable markups and incomplete pass-through, the change in

aggregate volatility is overestimated by almost 50% (i.e., 18.4/12.4). Thus, the strategic market

power effect on firm-level volatility plays an important role in mitigating aggregate volatility

and the impact of large firms created through mergers.

In Table 3 Panel B column 2, we repeat the exercise above by assuming that χ “ 0.14

instead of zero. Similar findings are obtained. The effects of mergers are further dampened, as

aggregate volatility rises by around 9.3% with incomplete pass-through. Again, turning off the

channel of variable markups increases fluctuations by nearly 50%.

To gauge the importance of each channel, we can also compare the results across the columns

of Panel B by row. Moving from χ equals zero to 0.14 in the case of incomplete (complete)

pass-through indicates that aggregate volatility is 33.3% (32.5%) smaller when the heterogeneity

of shocks is taken into account. Thus, compared to the size-variance relationship of shocks,

variable markups have an even larger quantitative effect in mitigating the impact of mergers

on aggregate fluctuations. Nonetheless, our findings suggest that ignoring the effects of either

channel on firm-level volatility leads to an significant overestimate of the impact of mergers on

the variance of output growth.

4.4.3 Sector heterogeneity

The results presented in Table 3 Panel B provide estimates of the aggregate effect of mergers as

the sales-weighted average over sectors. However, the outcomes also differ across sectors, and

exploring this heterogeneity can be helpful in further understanding the mechanisms involved.

In particular, some sectors are more concentrated than others. These differences in market

concentration are driven by variation in the underlying productivity distribution. In Appendix

Table A.4, the Herfindahl indices of the 17 sectors are strongly negatively correlated with the

estimated Pareto shape parameters ξk at ´0.89.

Our analysis in Section 2.5 showed that the reduction in volatility from variable markups

is increasing in firm size. In Figure 4(b), the curve representing the linear combination of the

log-log and log-linear functional forms becomes steeper as market shares rise. In sectors with

higher market concentration, there are relatively more and/or more dominant large players in the

market. Hence, this suggests that the dampening effect from the variable markup channel would

be relatively more important. In other words, firm-level volatility falls more for the merged

entities, which in turn has a stronger effect in mitigating the rise in aggregate fluctuations.

To test this hypothesis, we take the ratios of volatilities between the benchmark and coun-

terfactual economies by sector. We do this separately for the cases of incomplete pass-through

αki ă 1 and complete pass-through αki “ 1. Then, for each sector, we subtract the ratio of the
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(a) (b)

Figure 9: This figure plots the model-implied difference in volatility ratios between (a) the cases
of variable and constant markups, and (b) the cases where the variance of shocks declines with
size (i.e., χ “ 0.14) and where shocks are i.i.d., against sector market concentration measured
by Herfindahl index in the data.

incomplete pass-through case by the complete pass-through case. That is, we compute:32

σr pPGk pz̄k|αki ă 1, χ “ 0.14qs

σr pPFk pz̄
F
k |αki ă 1, χ “ 0.14qs

´
σr pPGk pz̄k|αki “ 1, χ “ 0.14qs

σr pPFk pz̄
F
k |αki “ 1, χ “ 0.14qs

and multiply by 100 to obtain the percentage point difference. At the aggregate level with σrpY s,

we know from Table 3 Panel B that this difference between the variable and constant markup

outcomes is negative. This is also true with σr pPks. Importantly, we expect sectors with higher

market concentration to have a more negative difference. Figure 9(a) plots the difference in

ratios against Herfindahl indices for the 17 sectors, and we find a strong negative correlation as

predicted. This provides further evidence consistent with our theory that firm-level volatility

falls disproportionately by size, due to firms’ strategic market power and variable markups.

We can repeat this exercise to examine whether differences in sector market concentration

can also be explained by heterogeneity in the variance of shocks. In Figure 9(b), we plot

σr pPGk pz̄k|αki ă 1, χ “ 0.14qs

σr pPFk pz̄
F
k |αki ă 1, χ “ 0.14qs

´
σr pPGk pz̄k|αki ă 1, χ “ 0qs

σr pPFk pz̄
F
k |αki ă 1, χ “ 0qs

against market concentration. Firm-level volatility is a weighted average of the log-log and

log-linear components, and the former dominates when ski is small. Thus, in contrast to the

variable markup channel, mergers between small firms play a more important role in mitigating

aggregate volatility when market concentration is low. The expression above is expected to be

more negative in this case. Conversely, the contribution of χ as a dampening force is smaller

32Note that with φ “ 1, sectoral market sizes SkPY are also fixed and pYk “ ´φ pPk. We assume χ “ 0.14, but
the results are quantitatively with χ “ 0.
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when there are many large firms, so we predict the expression to be closer to zero. Indeed, Figure

9(b) shows a positive correlation, albeit weak and statistically insignificant. The assumed log-

log (i.e., power law) relationship implies that volatility declines proportionally with firm size,

which may explain why strong differences are not observed across sectors.

4.5 Welfare

We conclude by briefly discussing the welfare implications of mergers. In the case of constant

markups, our result mirrors the findings of David (2020) that consumption rises. Mergers induce

productivity gains for the merged entity and selection effects drive up the average productivity

of firms in the market. In our setting, we find that output and consumption increases by 0.18%.

Because aggregate profits under constant markups is zero and the market size is exogenous, labor

supply is also held fixed. Thus, welfare improves by the same amount. Our result is qualitatively

similar to David (2020), but our estimate for welfare gains is smaller. As mentioned, the merger

rate in our sample of the universe of Danish firms is an order of magnitude smaller than in

David (2020), who uses a sample of Compustat firms. At the aggregate level, fewer mergers

implies less productivity gains.

Under variable markups, we obtain a slightly larger estimate that output and consumption

rise by 0.90%. Appendix B demonstrates that aggregate profits are equal to the difference

between expected and realized profits. Hence, labor supply adjusts accordingly to satisfy the

household’s budget constraint, where the market size is again fixed. Taking this into account,

welfare increases by 0.22%. In summary, mergers generate efficiency gains which improves

welfare, but at the same time, increases aggregate volatility. This suggests that countries face

a trade-off, where higher (static) welfare is offset a more volatile business cycle.

5 Conclusion

In this paper, we study the implications of domestic M&A at the firm and aggregate levels.

We show that, in addition to the first moment of firm-level sales and aggregate output growth,

mergers have a significant impact on the second moment. In order to quantify the effects

of mergers on firm-level and aggregate volatility, we build a multi-sector model of horizontal

mergers that features a discrete number of firms with market power charging variable markups.

We show that mergers reduce firm-level volatility through an increase in firm size, and

this negative relationship is characterized by the linear combination of log-log and log-linear

functions. In contrast to the log-log component, the novel log-linear component implies that

volatility declines disproportionately with size. Firms adjust their markups in response to shocks

such that prices and sales fluctuate less. Thus, the incomplete pass-through of shocks implies

a rapid decay of volatility when firms’ market shares grow large. Despite the decline in firm-

level volatility of acquirer firms, we demonstrate that mergers actually increase macroeconomic

fluctuations in a granular economy. The creation of large firms through M&A intensifies selection

effects and shifts the productivity distribution such that the firm-size distribution becomes more
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fat tailed. Ultimately, these effects raise market concentration and aggregate volatility.

Using Danish register data from 1993 to 2015, we provide empirical evidence for the effect

of variable markups on volatility, and perform a quantitative assessment of our model. Com-

paring the benchmark economy with mergers to a counterfactual economy without mergers, we

find that mergers increase aggregate volatility by 3.7 to 9.3%. The negative firm size-volatility

relationship considerably dampens the impact of mergers. Our results also suggest that pol-

icymakers and antitrust authorities face an important trade-off in evaluating mergers. While

productivity gains from mergers generate welfare gains, they must also tolerate greater macroe-

conomic fluctuations, as the business cycle becomes more sensitive to the shocks of large firms

created through mergers.
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Appendix to “Mergers and Aggregate Fluctuations

in a Granular Economy”

Jackie M.L. Chan and Han (Steffan) Qi

A Additional figures and tables

Figure A.1: Fraction of total domestic sales accounted for by the top 50 and 100 Danish firms
in each year from 1993 to 2015. Note: Authors’ calculations using Danish register data.

Figure A.2: Number of domestic and foreign acquisitions of Danish target firms from 1997 to
2015. The sample includes completed horizontal mergers in which the final ownership stake is
100%. Note: Authors’ calculations using data from Zephyr from Bureau van Dijk.
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(a) (b)

Figure A.3: This figure plots the derivative of the (log) strategic market power (SMP) effect
on volatility in Eq. (24) against firm market share in (a) levels, and (b) logarithms. This is
denoted by the weighted average. We also decompose each derivative into two components,
the semi-elasticity and inverse of the market share in (a), and the elasticity and the constant
1 in (b). For purposes of illustration, we assume φ “ 1 and ε “ 5,

řMk
i1“1pski1αki1q

2 “ 1, and
řMk
i1“1 ski1αki1 “ 1.

Figure A.4: This figure plots the productivity distribution in the counterfactual economy with-
out mergers fpziq for 10´0.2 ă zi ă 100.8. Two different extrapolations are shown. Above
logpz̄q “ 0, the two curves are identical. Below logpz̄q, fpziq is extrapolated. The baseline
extrapolation is described in Footnote 28 and Appendix D, while linear extrapolation uses the
slope from the neighboring grid points.
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(a) (b)

(c) (d)

(e)

Figure A.5: This figure plots, for various values of the parameters: (a) the median deviation of
(log) acquirer sales from the sector median against γ in the merger technology function; (b) the
median deviation of (log) target sales from the sector median against ν in the merger technology
function; (c) the share of targets in the bottom quintile of the firm-size distribution against A
in the merger technology function; (d) the aggregate merger rate against B in the search cost
function; and (e) the coefficient of variation of target sales against η in the search cost function.
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Table A.2: Change in Volatility after a Merger

Volatility computation Excludes τ “ `1 Includes τ “ `1
Imputation Imputation

Estimation method OLS OLS estimator OLS estimator
(1) (2) (3) (4) (5)

Merger ą+5 -0.1380* -0.1508*** -0.4581***
(0.0712) (0.0341) (0.0459)

Merger +5 -0.1612** -0.1643*** -0.1739*** -0.4713*** -0.2910***
(0.0600) (0.0409) (0.0382) (0.0501) (0.0395)

Merger +4 -0.1117** -0.1136*** -0.1151*** -0.4191*** -0.2328***
(0.0460) (0.0324) (0.0286) (0.0374) (0.0289)

Merger +3 -0.1820*** -0.1821*** -0.1870*** -0.0604** 0.0884***
(0.0442) (0.0385) (0.0311) (0.0238) (0.0227)

Merger +2 -0.0831** -0.0829*** -0.0693*** -0.0092 0.1363***
(0.0294) (0.0244) (0.0232) (0.0186) (0.0198)

Merger +1 -0.0846*** -0.0839*** -0.0423*** 0.0098 0.1497***
(0.0216) (0.0225) (0.0154) (0.0131) (0.0189)

Merger year – – -0.0110 – 0.2471***
(0.0322) (0.0348)

Merger ´1 -0.0563** -0.0564** -0.0634** -0.0383*** 0.2245***
(0.0208) (0.0223) (0.0282) (0.0119) (0.0288)

Merger ´2 0.0203 0.0195 0.0097 -0.2628*** -0.0027
(0.0254) (0.0233) (0.0253) (0.0332) (0.0266)

Merger ´3 -0.0153 -0.0226 -0.0322 -0.3021*** -0.0399
(0.0347) (0.0271) (0.0251) (0.0240) (0.0260)

Merger ´4 0.0112 -0.0013 -0.0067 -0.2807*** -0.0145
(0.0388) (0.0301) (0.0256) (0.0287) (0.0253)

Merger ´5 0.0147 -0.0029 -0.0032 -0.2782*** -0.0081
(0.0343) (0.0222) (0.0234) (0.0247) (0.0226)

Merger ă´5 0.0376 0.0068 -0.2628***
(0.0544) (0.0305) (0.0336)

Firm FE Y Y Y Y Y
Year FE Y Y Y Y Y
N 21,033 691,872 685,863 691,872 685,863
R2 0.473 0.610 0.610

Notes: The dependent variable is (log) volatility. In columns 1 to 3, the computation of volatil-
ity excludes τ “ `1 for τ P t´1, 0,`1,`2,`3u. Standard errors in parentheses are clustered at
the sector level. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% level.
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Table A.3: Sectoral Distribution of Firms, Domestic Sales, Exit Rates, and Survival Rates

Share Share Exit Survival
of firms of sales rate rate
(Mk) (Dk) (δk) (M{Me)

Codes Sector (1) (2) (3) (4)

10-12 Food, beverages, and tobacco 0.026 0.047 0.109 0.593
13-15 Textiles and apparel 0.010 0.005 0.119 0.658
16-18 Wood and paper 0.028 0.024 0.105 0.316
19-23 Chemicals, plastics, and non-metallic mineral products 0.023 0.039 0.067 0.540
24-25 Metal and fabricated metal products 0.041 0.028 0.082 0.600
26-27 Computers, electronics, and electrical equipment 0.014 0.017 0.078 0.510
28 Machinery 0.027 0.025 0.069 0.628
29-33 Transport equipment, furniture, and other manufacturing 0.030 0.022 0.103 0.596
41-43 Construction 0.194 0.097 0.118 0.532
45-46 Wholesale trade 0.199 0.355 0.089 0.611
47 Retail trade 0.115 0.095 0.127 0.568
49-53 Transportation and storage 0.064 0.072 0.117 0.473
55-56 Accommodation and food service activities 0.050 0.018 0.170 0.496
58-63 Information and communication 0.040 0.052 0.120 0.518
68 Real estate 0.016 0.010 0.172 0.531
69-75 Professional, scientific, and technical activities 0.084 0.061 0.120 0.581
77-82 Administrative and support service activities 0.039 0.033 0.158 0.476

Notes: Authors’ calculations using Danish register data. Averages over the sample period are computed. 2-digit in-
dustry codes follow the NACE Rev. 2 statistical classification of economic activities. For a given year, exit rates are
defined as the share of firms with no production for 3 years straight. Survival rates are defined as the share of new
firms that survive for at least five years. Data on new firms is retrieved from the register IVNV, beginning in year 2001.

Table A.4: Market Concentration and Estimated Pareto Shape Parameters

HHI ξk
ξk
pε´1q

Codes Sector (1) (2) (3)

10-12 Food, beverages, and tobacco 0.0092 4.73 1.18
13-15 Textiles and apparel 0.0156 4.59 1.15
16-18 Wood and paper 0.0093 4.71 1.18
19-23 Chemicals, plastics, and non-metallic mineral products 0.0089 4.78 1.20
24-25 Metal and fabricated metal products 0.0055 5.04 1.26
26-27 Computers, electronics, and electrical equipment 0.0175 4.33 1.08
28 Machinery 0.0105 4.61 1.15
29-33 Transport equipment, furniture, and other manufacturing 0.0106 4.65 1.16
41-43 Construction 0.0019 5.32 1.33
45-46 Wholesale trade 0.0009 5.80 1.45
47 Retail trade 0.0029 5.18 1.29
49-53 Transportation and storage 0.0047 4.97 1.24
55-56 Accommodation and food service activities 0.0070 4.81 1.20
58-63 Information and communication 0.0074 4.77 1.19
68 Real estate 0.0122 4.60 1.15
69-75 Professional, scientific, and technical activities 0.0048 4.92 1.23
77-82 Administrative and support service activities 0.0095 4.58 1.15

Notes: Authors’ calculations of the Herfindahl-Hirschman index (HHI) using the Danish register data and
estimates of the Pareto shape parameter ξk. Averages of the HHI over the sample period are computed.
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Table A.5: Estimated Costs Across Sectors

Fixed cost Sunk cost
of production of entry

Codes Sector (cdk, ˆ10´5) (cek, ˆ10´4)

10-12 Food, beverages, and tobacco 7.51 1.83
13-15 Textiles and apparel 2.02 0.58
16-18 Wood and paper 3.49 0.47
19-23 Chemicals, plastics, and non-metallic mineral products 7.33 1.57
24-25 Metal and fabricated metal products 3.28 0.66
26-27 Computers, electronics, and electrical equipment 4.05 1.16
28 Machinery 3.56 1.02
29-33 Transport equipment, furniture, and other manufacturing 2.84 0.76
41-43 Construction 2.63 0.41
45-46 Wholesale trade 11.4 1.56
47 Retail trade 4.10 0.74
49-53 Transportation and storage 5.14 0.87
55-56 Accommodation and food service activities 1.51 0.30
58-63 Information and communication 5.40 1.14
68 Real estate 2.50 0.58
69-75 Professional, scientific, and technical activities 3.16 0.70
77-82 Administrative and support service activities 3.14 0.70

Notes: Estimated fixed costs of production and sunk costs of entry from model estimation. The
median value over 1,001 random samples is computed and shown.
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B Firm profits

We derive sectoral firm profits Πk here; the computation of aggregate profits is straightforward
by adding up profits across all sectors. The firm’s realized productivity after learning its transi-
tory shock is zkiεki. We use πkipzki|εkiq to denote the firm’s realized profits. Below, we minimize

notation and use
ř

zki

to denote the summation
řzmk
zki“z̄k . Thus,

Πk ”Mk

ÿ

zki

πkipzki|εkiqgkpzkiq ´M
e
kc
e
k ´M

ÿ

zki

“

C
`

λkipzkiq
˘

` C
`

µkipzkiq
˘‰

gkpzkiq.

Define the difference between realized and expected profits of a firm as ∆πkipzkiq ” πkipzki|εkiq´
πEkipzkiq. Then, by Eqs. (12) and (16):

Πk “Mk

ÿ

zki

“

∆πkipzkiq ` π
E
kipzkiq

‰

gkpzkiq ´M
e
kc
e
k ´M

ÿ

zki

“

C
`

λkipzkiq
˘

` C
`

µkipzkiq
˘‰

gkpzkiq

“Mk

ÿ

zki

∆πkipzkiqgkpzkiq `Mk

ÿ

zki

!

δkVkipzkiq ´ λkipzkiqθ
a
kEztki

“

Σa
kipzki, z

t
kiq

‰

´µkipzkiqθ
t
kEzaki

“

Σt
kipz

a
ki, zkiq

‰

)

gkpzkiq ´Mk

ÿ

zki

Vkipzkiq
M e
k

Mk
fkpzkiq.

From the stationary condition in Eq. (15), we have

ÿ

zki

Vkipzkiq
M e
k

Mk
fkpzkiq “

ÿ

zki

Vkipzkiq
!

λkipzkiqθ
a
kgkpzkiq

ÿ

ztki

1
“

Σkipzki, z
t
kiq ě 0

‰

Γkpz
t
kiq

` µkipzkiqθ
t
kgkpzkiq

ÿ

zaki

1 rΣkipz
a
ki, zkiq ě 0sΛkpz

a
kiq ` δkgkpzkiq

´
ÿ
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λkipz
a
kiqθ

a
k1

“

Σkipz
a
ki, s

´1rzki, z
a
kis ě 0q

‰

Γkps
´1rzki, z

a
kisqgkpz

a
kiq

)

.

Without loss of generality, suppose acquirers are on the short side of the market (i.e.,
ř

zki

µkipzkiqgkpzkiq

ą
ř

zki

λkipzkiqgkpzkiq), which implies θak “ 1. By the definition of merger gains, we have

ÿ

zki

!

λkipzkiqθ
a
kβ

ÿ
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Σkipzki, z
t
kiqΓkpz

t
kiq ` µkipzkiqθ
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a
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a
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)
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ÿ
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ÿ
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ÿ
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ÿ
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a
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t
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t
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a
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Excluding the difference between realized and expected profits, Πk is therefore equal to

´Mk

ÿ

zaki

ÿ

ztki

”

Vkipsrz
a
ki, z

t
kisq ´ Vkipz

a
kiq ´ Vkipz

t
kiq

ı λkipz
a
kiqµkipz

t
kiq

ř
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t
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a
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!
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ÿ

ztki“z̄k

λkipzkiqµkipz
t
kiq

ř
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1
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t
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‰
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t
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`
ÿ
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a
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1 rΣkipz
a
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a
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´
ÿ
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a
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´1rzki, z
a
kisq

ř

zki1
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1
“
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a
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´1rzki, z
a
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‰
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a
kisqgkpz

a
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)

.

The terms exactly cancel out, which means

Πk “Mk

ÿ

zki

∆πkipzkiqgkpzkiq.

Remark: In the derivation above, we have used a discount factor of δk. If the discount factor is
instead r` δk, then aggregate firm profits are simply the aggregate value of firms captured as a
result of the difference in the perceived discount factor (i.e., r` δk) and the actual (exogenous)
exit rate (i.e., δk). This is equal to Mk

ř

zki
rVkipzkiq, and is added on top of the difference in

expected and realized profits.33 However, this does not affect our main results.

C Model estimation

We use a simulated method of moments (SMM) estimator to estimate our model. In the first
step, the Pareto shape parameters ξk of the observed productivity distributions are estimated
for the multi-sector variable-markup version of the model. For each sector k, we discretize the
productivity distribution of zki over a (log) grid space with 500 points in the interval between
z̄k, normalized to 1, and zmk = 103. This implies that the largest firm is around 107 times
bigger in sales than the smallest, which is in the same order of magnitude as in the data. Given
Mk and Sk from the data (see Appendix Table A.3), φ = 1, and ε = 5, we use the following
algorithm to estimate ξk for each sector and each of the random 1,001 samples drawn:

1. For candidate ξk, construct the productivity distribution from the Pareto distribution
Gkpzkiq “ 1´ z´ξkki .

2. DrawMk random numbers and compute the simulated productivity distribution, Gsimk pzkiq,
and the corresponding probability mass function gsimk pzkiq.

3. Solve for market shares as a fixed point problem:

(a) Guess market shares ski, and update using Eqs. (19) and (20).

(b) Normalize such that the updated market shares add up to 1; iterate on ski.

4. Compute the Herfindahl index HHI “Mk
řzmk
zki“z̄k s2

kig
sim
k pzkiq.

33To understand this point, suppose firms perceive the exogenous rate to be δ1k, but the actual exit rate is δk.
Then, the number of firms will be smaller than that implied under a stationary equilibrium, and the remaining
firms that do not exit will capture a portion of the firms’ aggregate value as profits today.
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The process is iterated until the model-implied market concentration (given by the median over
the random samples) matches the data.

From Eq. (20), firm-level markups are determined. Sector and aggregate level markups are
defined by:

Mk “

»

–

zmk
ÿ

zki“z̄k

skim´1
ki

fi

fl

´1

, M “

«

N
ÿ

k“1

SkM
´1
k

ff´1

In the constant-markup economy, firms charge a markup equal to rε
rε´1 , which we set equal to

M. Thus, rε “ M
M´1 “ 4.85. The algorithm above is also utilized to set the Pareto shape

parameter ξ of the aggregate productivity distribution. Then, we construct the productivity
distribution by drawing 1 million firms from Gpziq “ 1 ´ z´ξi for the simulation. We calculate
firm-level prices, the price index, and firm-level profits and sales (note πipziq “ πEi pziq). From
this random sample, we also compute the size of the median firm and the productivity level at
the 10th percentile, which are used to compute the model-implied moments.

Next, we estimate the merger market parameters Θ “ tγ, ν, A,B, ηu with the following
algorithm:

1. Guess candidate γ, ν, and A from the merger technology function Eq. (9) and B and η
from the merger search cost function Eq. (11).

2. Construct the merger matrix srzai , z
t
i s.

3. Guess candidate Vipziq and evaluate the merger matrix (i.e., determine whether Σkipz
a
i , z

t
iq

in Eq. (10) is positive).

4. Guess candidate µipziq and θak. Given Σkipz
a
i , z

t
iq, solve for λipziq and θtk. Iterate on θak

and µipziq until convergence.

5. Compute Vipziq from Eq. (12).

6. Solve for cd such that Vipz̄q “ 0 (i.e., Eq. (14)). Iterate on Vkipzkiq.

After this procedure, the merger market is simulated with random meeting rates between ac-
quirer and target firms. A merger is successful if merger gains are positive. Then, we construct

the five target moments and compute the objective function
´

m´ pmpΘq
¯1

W
´

m´ pmpΘq
¯

, where

m is the vector of five target moments from the data, pmpΘq is the vector of corresponding mo-
ments constructed using the simulated economy with parameters Θ “ tγ, ν, A,B, ηu, and W is
a matrix of weights. We use the generalized inverse of the estimated variance-covariance matrix
of the moments computed from the data. This process is iterated until convergence.

D Counterfactuals

D.1 Constant markups

By the stationary condition in Eq. (15), we construct F pziq for zi ě z̄. From Eqs. (14) and (16),
we compute the values of cd and ce. In order to extrapolate fpziq for zi ă z̄, we regress logrfpziqs
on logpziq. Note that if the productivity distribution follows the Pareto distribution, then we
have a perfect fit in the regression (i.e., R2 = 1).34 The fit will not be perfect because F pziq

34For example, Gpziq follows the Pareto distribution with shape parameter ξ. In a continuous setting,
logrgpzqs9´ pξ ` 1q logpzq. Given our definition of the probability mass function (i.e., gpzjq “ Gpzjq ´Gpzj´1q),
in a discrete setting with evenly log-spaced grid points, we have logrgpziqs9 ´ ξ logpziq. This means the slope is
equal to ´ξ.
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does not follow the Pareto distribution. Nonetheless, this regression provides an approximation
for the shape of the productivity distribution where it is (by definition) unobserved. The
slope coefficient is β̂1 “ ´4.46, which is slightly lower in magnitude than ξ, with an R2 of
0.9997. In order to guarantee that F pziq is strictly increasing, we do not use the coefficient
of the constant term from the regression. Instead, for the grid point below z̄, we compute
exptlogrfpziqs`β̂1ˆStepsizeu, where Stepsize is the step size between grid points in logarithms,
and so on. This gives us F pziq @zi ă z̄.

In the constant-markup economy without mergers, we have the zero profit condition and
free entry condition, respectively:

πipz̄
F q “ 0,

zm
ÿ

zi“z̄F

πipziq

δ
fpziq “ wce.

Given cd and ce, we search for the point z̄F that satisfies both conditions, and compute the
equilibrium number of firms MF accordingly. Analogous to the benchmark economy with
mergers, the counterfactual economy without mergers is simulated.

D.2 Variable markups

From Appendix D, we obtain ξk, Gkpzkiq (or equivalently, Gsimk pzkiq), and ski. Pass-through
rates αki, markups mki, prices pki, operating profits πoki follow immediately from Eqs. (21),
(20), (7), and (8). The value function depends on expected profits, which we approximate with
a Taylor expansion under the assumption of i.i.d. productivity shocks. Because we normalize
the mean of the shocks to 1 (i.e., Eεrpzkiεkiqε´1s “ zε´1

ki ), and v̄2
z “ 0.01, expected operating

profits are approximated by:

πo,Eki pzkiq “ πokipzkiq `
1

2

B2πokipzkiq

Bz2
ki

v̄2
z .

The second-order partial derivative is computed numerically.
Next, we follow the same steps as the in constant-markup economy to solve the merger

market, back out Fkpzkiq for zki ě z̄k, and compute cdk and cek. Likewise, for each sector
and random sample, we extrapolate fkpzkiq for zki ă z̄k. However, because markups are not
constant, the number of firms MF

k cannot be determined by simply combining the zero profit
and free entry conditions. Instead we follow the following algorithm to solve the counterfactual
economy without mergers:

1. Guess candidate sectoral price index PFk .

2. Guess candidate cutoff productivity for the counterfactual economy, z̄Fk . The probability
mass function fkpzkiq @ zki ě z̄Fk is obtained from the extrapolation above.

3. Guess candidate MF
k .

4. Construct the simulated counterfactual productivity distribution F simk pzkiq.

5. As in the benchmark economy, solve for firm-level market shares as a fixed point problem:

(a) Guess market shares sFki, and update using Eq. (19) and (20).

(b) Normalize such that the updated market shares add up to 1; iterate on sFki.
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6. Compute markups, prices, and based on the guess of PFk , update MF
k from Eq. (5); iterate

on MF
k until convergence.

7. Using cdk, compute expected profits at the cutoff productivity level πF,Eki pz̄
F
k q. Iterate on

z̄Fk until convergence. For example, if πF,Eki pz̄
F
k q is negative, move z̄Fk up.

8. Using Fkpz̄
F
k q, f

sim
k pzkiq, c

d
k, c

e
k, and expected profits πF,Eki pzkiq, check the free entry con-

dition in Eq. (16). Update PFk using the free entry condition, and iterate on PFk until
convergence.

It is then straightforward to compute pass-through rates αFki from Eq. (21) and subsequently,

aggregate volatility σrpY F s from Eq. (27).
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